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Abstract  
The human reliability analysis is a study of the interactions between the humans  
(or system operators and maintainers) and the system and an attempt to predict  
the impact of such interactions on the system reliability. The purpose of this paper  
is to describe how to perform human reliability analysis in the context of PSA  
(Probabilistic Safety Assessment) for power engineering. 
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Introduction 

The reliability of the power system depends on how it is 
planned, maintained, and operated. A critical part of the 
overall reliability design and assessment process is the 
criteria used to specify levels of reliability and those levels 
which are acceptable versus those which are unacceptable.  
One feature of present and past reliability criteria is that they 
are deterministic. An important implication of this feature is 
that power systems are required to withstand classes of 
outages with a specified limit on the consequence. For ex-
ample, a common criterion, called n-1, is that for loss of a 
single element (e.g., a transmission circuit), the system 
performance must be acceptable. Acceptability of post-
outage system performance generally means that no load 
interruption or equipment damage will occur.  

The deterministic approach described above has been ap-
propriate in the past because the industry could afford to 
operate its system in a very conservative manner, and de-
terministic limits were not routinely met in typical operating 
environments. Now, however, the competitive electric en-
ergy marketplace has caused an increase in the amount of 
long distance transmission usage. This has resulted in full 
utilization of existing equipment and stressed operating 
conditions, and transmission availability has become scarce. 
As a result, deterministic reliability criteria are no longer 
entirely adequate. There are two reasons for this:  

1) Non-uniformity because the deterministic criteria are 
inherently non-uniform. In some cases, they result in a 
highly conservative operating or planning decision. In oth-
ers, their application results in a very risky decision.  

2) Economic concerns because the deterministic criteria do 
not easily translate into the economic language of today’s 
marketplace. This deficiency is much more troublesome 
today than in previous years. Previously, utilities could rely 
on a mutually shared feeling of obligation to maintain sys-
tem reliability. Today, it is almost universal that money is 
spent only in so far as it will contribute to profits. Inability to 
economically quantify reliability means that it will be ignored, 
at worst, or incorrectly assessed, at best. 

A solution to the problems associated with use of determi-
nistic reliability criteria in a competitive electric energy mar-
ketplace is to use PSA. This approach to decision making is 
heavily used in other industries such as nuclear and chemi-
cal industry. It is appropriate for use in power system reli-
ability analysis because of the inherent stochastic nature of 
the problem, where a fundamental requirement is to predict 
the future, which cannot be done deterministically. 

For complex systems such as power engineering, which 
involve a large number of human-system interactions,  HRA 
(Human Reliability Analysis) becomes an important element 
of  PSA to ensure a realistic assessment of safety. Exam-
ples of human interactions include: errors during installation, 
test, and maintenance of equipment, interactions during 
accidents, etc. The HRA analysts, with support from sys-
tems analysts, model and quantify these human interac-
tions, which then will be incorporated as human basic 
events into the PSA logic models (e.g., event trees and fault 
trees). 

Many classifications of human errors have been proposed in 
HRA literature. The proposed classifications consider differ-
ent aspects of such as their timing with respect to the initiat-
ing event, human error type, and cognitive behavior of hu-
mans responding to accidents. Similar to hardware reliability 
modeling (e.g., failure on demand, running failure, etc.), 
classification of human actions is a key step in HRA that 
supports PSA model development, data collection, and 
quantification.  

This paper describes types of human errors, task analysis 
and HRA models. An example is presented for HEP calcula-
tion which can be performed to support PSA activities.  

1. Types of Human Errors 

Human actions can affect safety or risk in various ways. It is 
important to be able to relate them to PSA structure to un-
derstand their potential effect on risk or safety. Three cate-
gories of actions can be defined which facilitate the incorpo-
ration of HRA studies into PSA structure: 
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• category A actions that cause equipment or systems to 
be unavailable (pre-accident human errors as mainte-
nance errors, testing errors, calibration errors), 

• category B actions that either by themselves or in com-
bination with equipment failures lead directly to initiating 
events (human errors causing system trip or loss of 
power, etc.). 

• category C actions occurring post-initiating event. These 
can either occur in the performance of safety actions or 
can be actions that aggravate the fault sequence (post-
accident human errors also, called emergency actions 
actuating a manual safety system, backing up an auto-
matic system). Type C actions are broken into two main 
elements of cognitive response and action (or execution) 
response. Cognitive response is a human action to per-
form correct detection (recognizing abnormal event), di-
agnosis and decision making to initiate a response within 
time available; and post-diagnosis action response to 
perform correct actions (or tasks execution) after the cor-
rect diagnosis has been made, within time available. 
Sometimes, the cognitive response is simply referred to 
as diagnosis failure or misdiagnosis.  

In an attempt to simplify the complex human cognitive be-
havior, there are proposed three categories of human cogni-
tive behavior as follows: 1) skill-based response requiring 
little or no cognitive effort, 2) rule-based response driven by 
procedures or rules, and 3) knowledge-based response 
requiring problem solving and decision making. 

Skill-based behavior is characterized by a quasi-instinctive 
response of the operator. It occurs when an operator is well 
trained on a particular task, independent of the level of 
complexity of the task. It is characterized by a fast perform-
ance and a low number of errors.  

Rule-based behavior is encountered when an operator’s 
actions are governed by a set of well-known rules, which he 
follows. The major difference between skill-based and rule-
based behavior is in the degree of practice of rules. Since 
the rules need to be checked, the response of the operator 
is slower and more prone to errors.  

Knowledge-based behavior is characteristic of unfamiliar or 
ambiguous situations. In such case, the operator will need 
to rely on his or her own knowledge of the system and situa-
tion. Knowledge-based behavior is the most error prone of 
the three types of behavior. 

Two types of human error modes have been defined: 1) 
error of omission which is an error to initiate performance of 
a system required task (skipping a procedural step or an 
entire task), and 2) error of commission which is incorrect 
performance of a system required task, given that a task is 
attempted, or the performance of some extraneous task that 
is not required by the system and that has the potential for 
contributing to a system failure (selection of a wrong control, 
sequence error, timing error). 

Category A human interactions are explicitly modeled and 
are usually included in the system fault trees at the compo-
nent level. Category B human interactions are usually in-
cluded in the database for assessing initiating event fre-
quencies and usually do not require explicit modeling. One 
exception is that, if an fault tree is developed to assess a 
specific initiating event frequency (such as loss of power) 
then human errors causing the initiating event to occur are 
explicitly modeled in the initiator logic model. Category C 
human interactions are explicitly modeled and can be in-
cluded at different levels of logic model: 1) in fault trees as 
simple manual backup responses to automatic safety sys-
tems failure, 2) in event trees as manual actions in response 
to accidents such as starting manual safety systems as 
identified in emergency procedures, and 3) in accident se-

quence cut sets as, recovery actions by using alternate 
equipment or repairing failed equipment. 

2. Task Analysis 

The task analysis is an analytical process for determining 
the specific behaviors required of the human performance in 
a system. It involves determining the detailed performance 
required of people and equipment and the effects of envi-
ronmental conditions, malfunctions, and other unexpected 
events on both. Within each task to be performed by people, 
behavioral steps are analyzed in terms of 1) the sensory 
signals and related perceptions, 2) information processing, 
decision-making, memory storage, and other mental proc-
esses, and 3) the required responses. The level of detail in 
a task analysis should match the requirements for the level 
of human reliability analysis of interest. A screening analysis 
requires considerably less task analysis than a nominal 
analysis.  

Many factors influence human performance in complex 
systems. These factors are called PSFs (Performance 
Shaping Factors). They can affect human performance in a 
positive (help performance) or negative (hinder perform-
ance) manner. PSFs can be broadly grouped into two types: 
1) external PSFs that are external to the operators, such as 
task complexity, human-machine interface, written proce-
dures, work environment, stress, and management and 
organizational factors and 2) internal PSFs that may be part 
of operators’ internal characteristics, such as operator train-
ing, experience, and familiarity with task, health, and motiva-
tion. 

There is not a universally accepted set of PSFs in HRA 
literature. However, typical PSFs considered in an HRA are 
as follows: 
1. quality of procedures, 
2. quality of human-machine interface (indications, control 

aids), 
3. operator training practice, 
4. task complexity (skill, rule and knowledge-based for 

cognitive response), 
5. operator stress level, 
6. time available, 
7. environmental conditions (e.g., lighting, temperature, 

radiation, noise, gravity force), 
8. communication between operating personnel and 
9. previous actions. 

The systems and the HRA analysts may identify a large 
number of human interactions in a PSA. Detailed task 
analysis, required for quantification is a time consuming and 
resource intensive task. It may not be possible, or neces-
sary, to perform detailed quantification for all human interac-
tions. Therefore, for practical reasons quantification in HRA 
is usually performed in two phases: screening analysis and 
detailed analysis. 

The purpose of the screening analysis is to reduce the 
number of actions to be analyzed in detail in HRA. The 
screening analysis may be qualitative, quantitative, or a 
combination of both. Qualitative screening is usually per-
formed early in HRA to exclude some human actions from 
further analysis and, hence, not to incorporate them into the 
PSA logic models. A set of qualitative screening rules is 
developed for each human action type. Examples of qualita-
tive screening rules are as follows: 1) screen out misaligned 
equipment as a result of a test or maintenance error, when 
by design automatic re-alignment of equipment occurs on 
demand or full functional test is performed after mainte-
nance, 2) screen out misaligned equipment as a result of a 
human error, when equipment status is indicated in the 
control room, 3) screen out human actions if its success or 
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failure has no influence on accident progression, e.g., verifi-
cation tasks, 4) screen out human actions if there are physi-
cal limitations to carry out the task, e.g., time too short, 
impossible access due to hostile environment, lack of proper 
tools, 5) screen out human actions if operators are unlikely 
or reluctant to perform the action, e.g., training focuses on 
other priorities or performing the task may be perceived to 
have serious economical impact. 

Quantitative screening is performed to limit the detailed task 
analysis and quantification to important (risk-significant) 
human actions. Conservative human error probabilities are 
used in the PSA logic models to perform initial quantifica-
tion. Human actions that are shown to have insignificant 
impact on risk (do not appear in dominant accident se-
quence cut sets) are screened out from further detailed 
analysis. The key elements of a coarse screening analysis 
are as follows. Conservative human error probabilities 
(HEPs) typically in the range of 0.1 to 1.0 are used for vari-
ous actions depending on their complexity and timing as 
well as operators’ familiarity with them. Usually, no recovery 
factors are considered. Complete dependence is assumed 
among multiple related actions that appear in the same 
accident sequence cut set, i.e., if operator fails on the first 
action with an estimated HEP, then the HEPs on the second 
and third (and so on) related actions are unity. 

Detailed analysis is performed for human actions that sur-
vived the screening analysis. Based on task analysis and 
availability of human performance data experts, the purpose 
is to select an HRA model, assess the HEPs, and incorpo-
rate them as human basic events into the PSA logic models 
(fault trees, event trees or accident sequence cut sets). In 
principle, one can quantify the human basic events or HEPs 
using any of the probability distributions if sufficient actuarial 
or experimental data on human error is available, and if one 
of the distributions is found to fit the data set. However, due 
to lack of such data, specific human reliability models have 
been developed to quantify errors. These models have been 
mainly developed for the nuclear industry, and one should 
be cautious in extending their applicability to the power 
engineering. 

3. HRA Models 

There are a number of HRA methods developed over the 
years to mainly support PSA studies for nuclear power 
plants. Some new HRA methods are also under develop-
ment. One common feature of all these models is their de-
pendency on expert judgment due to lack of human error 
data, particularly for category C human actions. HRA meth-
ods are: 
1. Technique for Human Error Rate Prediction (THERP) 
2. Success Likelihood Index Methodology  was developed 

to quantify human errors included in PSAs (especially 
category C human errors), 

3. Time Reliability Curve (TRC) with general applicability to 
nuclear and non-nuclear applications, 

4. Human Cognitive Reliability (HCR) model (mainly for 
nuclear power PSAs; may be used in non-nuclear appli-
cations), 

5. Decision Tree method with general applicability to nu-
clear and non-nuclear applications), 

6. Human Error Assessment and Reduction Technique 
mainly for nuclear power PSRAs) and 

7. A Technique for Human Error Analysis under develop-
ment for nuclear power PRAs. 

TRCs, in general, can be used for quantification of any time-
dependent human action, given availability of data on opera-
tor response time. The HCR model consists of three special 
TRCs for quantification of three types of human cognitive 

behavior response (i.e., skill, rule, and knowledge-based 
behaviors). Since HCR model parameters were mainly 
based on data from small scale tests that represented three 
categories of human cognitive behaviors, and also the TRCs 
are normalized (they depend on both available time window 
and crew median response time), one may be able to apply 
it to power engineering PSA studies. 

4. The Example  

HEP is calculated using THERP method for manipulation of 
circuit breakers from the control room of substation.  

A human error occurs when there is failure of either the 
cognitive or the manual part of a human action and the 
consequence of the failure is detrimental to safety. Thus, a 
general mathematical model for quantifying post-initiator 
and recovery human errors is given by: 

{ } { } { } { } { }MPrCPrMPrCPrHEPr −+=   (1) 

In this example Pr(C) = 0, than Pr(HE) = Pr(M). 

Mathematically, the simplified THERP model may be ex-
pressed as: 

{ } STRESSCREW xFBHEPxFMPr =  (2)  

The BHEP value is assumed to equal the screening value of 
the manual error from THERP. The detailed analysis of 
manual errors included PSFs for the redundancy within the 
crew (the so-called „crew factor“ or and the psychological 
stress level  . 

The crew factor addresses the probability that a manual 
error may be prevented or recovered due to redundancy 
among the staff. For example, it may be required to perform 
a certain action (manipulation of circuit breakers from the 
control room of substation); if operator makes an error (for 
example, by selecting the wrong circuit breaker), the other 
persons may notice the error and take corrective action (by 
instructing the operator). The crew factor is computed by 
multiplying factors for each person in the control room: 

4321CREW xFxFxFFF =  (3)  

In this equation, F1 denotes the factor for the operator, F2 - 
F4 denotes the factor of other persons present in the control 
room. The individual factors are based on an assessment of 
the degree of dependency between the various crew mem-
bers: 

Fi (i = 1, 2, 3, 4) Degree of Dependency 

1 
Not applicable – operator whose depend-
ency is being assessed is the one perform-
ing the action. 

1 
Not involved – operator does not perform 
the action and does not monitor its execu-
tion. 

0.5 
High – operator does not perform the action, 
but is closely associated with its execution. 

0.14 
Medium – operator does not perform the 
action, but is somewhat associated with its 
execution. 

0.05 
Low – operator does not perform the action, 
but monitors its execution as an independ-
ent observer. 
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Values for the psychological stress level factor (FSTRESS ) are: 

 

FSTRESS Stress Level Characteristics 

2 Very low task load Simple or repetitive tasks in which the operator may become distracted or careless. 

1 Optimal, step-by-
step 

Tasks involving a set of sequential actions, characterised by a task load that is within 
normal human physical capabilities (the pace of actions is not too fast, there is ade-
quate lighting, etc.). There is a large margin between the current plant situation and a 
serious emergency condition. The operator is relatively unemotional (not worried, anx-
ious, or confused). 

1 Optimal, dynamic Tasks involving a set of complex actions (including feedback and/or self-regulating 
functions), characterised by a task load that is within normal human physical capabili-
ties. There is a large margin between the current plant situation and a serious emer-
gency condition. The operator is relatively unemotional. 

2 Heavy, step-by-step Tasks involving a set of sequential actions, characterised by a task load that ap-
proaches the limits of human physical capabilities (the pace of actions is very fast, there 
is poor lighting, etc.). There is a little margin between the current plant situation and a 
serious emergency condition. The operator is relatively emotional (worried about his 
personal well-being and the plant’s safety and/or confused). 

5 Heavy, dynamic Tasks involving a set of complex actions (including feedback and/or self-regulating 
functions), characterised by a task load that approaches the limits of human physical 
capabilities. There is a little margin between the current plant situation and a serious 
emergency condition. The operator is relatively emotional. 

The results of calculation are summarised in table 4.1. 

Manual contribution 

Basic human error probability,  BHEP = 1.00E-01  

Description                                                                                                                                                             Value 

F1 Not applicable 1 

F2 Not applicable 1 

F3 Medium 0.14 

F4 Medium 0.14 

Crew Factor, FCREW = F1 x F2 x F3 x F4 =  1.96E-02       

Psych. stress level factor, FS TRESS heavy, step by step 2 EF - error factor = 5

SIGMA = ln(EF)/1.645 =   0.98 Mean /exp (SIGMA**2/2) = 2.43E-03

Probability of manual error - P(M)  = BHEP x FCR EW x Fstress = 3.92E-03  

95th percentile = median x EF input = 1.21E-02  

5th percentile = median / EF input = 4.86E-04

Error Factor = EXTRACTION(95th/5th) =  5.00E+00       

Human error probability 

Total error probability (without truncation) P(HE) = P(C) + P(M) - P(C) x P(M) 
=  

3.93E-03        

EF = 8.74E+00     

  
Tab. 4.1  Calculation of human error probability 

5. Conclusion  

In PSA, one must identify the events of concern and quan-
tify their probability and cost-consequence. Philosophically, 
the main difference between a PSA approach to reliability 
assessment and the present day deterministic one is that 
PSA assesses probability and cost-consequence quantita-

tively. The deterministic approach does so in only a qualita-
tive way. In addition to component reliability analysis de-
tailed HRA is needed to support PSA activities. Then the 
risk can be quantified. 

Because PSA quantifies the risk also in financial units, it 
provides a uniform assessment basis that is compatible with 
economic decision making. As a result, PSA can be used to 
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distinguish good risks from bad ones and consequently 
more effectively identify the optimal planning or operating 
decision. In addition, PSA reliability assessment is attractive 
because it is capable of quantifying not only the risk associ-
ated with single, credible events, but also that associated 
with catastrophic events, normally classified as a low prob-
ability, high consequence event. 

Failure or mis-operation of system protection is normally 
unlikely (and deterministic studies normally assume it is 
completely unlikely), but its occurrence can be extremely 
costly. PSA can quantify its risk and also provide guidance 
regarding how to mitigate it. A final attractive feature of PSA 
is that it also enables calculation of variance. This quantity is 
an essential quantity for good decision making. Whereas the 
risk is the average value given the event occurs many times, 
the fact that most reliability events occur infrequently re-
quires that we also quantify the amount of uncertainty re-
garding the outcome. Thus, the average together with how 
far we can expect the actual value to deviate from the aver-
age can provide useful information into the decision making 
process. 
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Abstrakt  

Analýza ľudského faktora študuje vzájomné pôsobenie 
človeka a systému a usiluje sa predpovedať vplyv takýchto 
vzťahov na spoľahlivosť systému. Cieľom predkladaného 
článku je popísať spôsob akým sa vykonáva spolahlivostná 
analýza ľudského činiteľa v kontexte PSA (pravdepodob-
nostná analýza bezpečnosti) pre energetické systémy.  
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