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Decentralized control:         
some aspects of stability  
and performance 

Danica Rosinová 

Abstract  
The paper studies some basic aspects of decentralized control design concerning 
stability and performance. Control structure selection based on performance relative 
gain array (PRGA, Hovd, Skogestad, 1992) is used and its ability to evaluate the 
achievable performance is discussed. Robust stability condition for decentralized 
control is considered, which provides the upper level on subsystems, thus limiting 
the performance. The compromise between robust stability and performance is 
illustrated on example and provides material which can be used in teaching complex 
systems control.  

Keywords: control system design, decentralized control, robust stability  

 
Introduction 

Several important aspects of decentralized control design 
are studied in this paper. The main aim is to design approp-
riate decentralized control, so that the overall system stabili-
ty is kept and the required performance specifications are 
achieved.  

Decentralized control design comprises several steps and 
tasks (Skogestad, 2005):   

- study the plant – system to be controlled and formulate the 
control objective; 

- find a plant model, simplify it if necessary; 

- analyze the model properties, scale the variables; 

- decide which variables are to be controlled and which 
variables are to be the manipulated ones; 

- select the control configuration: for decentralized control 
structure it means to choose the input – output pairing; 

- specify the performance requirements respective to the 
control objective; 

- determine the type of controller and design its parameters; 

- examine the resulting control system, if the specified requi-
rements are not met, redesign; 

- analyze simulation resluts, if necessary repeat the whole 
procedure; 

- realize the designed controller.  

In this paper we concentrate on key aspects of decentral-
ized control design: control structure selection with appro-
priate input-output pairing and resulting single loops design 
so that it guarantees stability as well as required perform-
ance of the overall system including interactions. Two forms 
of stability condition for decentralized control structure are 
used and discussed on the example: one based on small 
gain theorem and one for systems with no RHP (right half 
plane) zeros.  Standard interaction measure used for control 
structure selection is the relative gain array (RGA), never-
theless, performance relative gain array PRGA (perform-

ance relative gain array - closely related to RGA) is used in 
this paper, since besides input-output pairing it enables to 
evaluate the achievable performance (Hovd, Skogestad, 
1992). The use of these design tools is illustrated and ana-
lysed on case study (decentralized control design for quad-
ruple tank model). The interesting part of simulation experi-
ments is connected with non-minimum phase case, where 
the single loops are minimum phase, however, the intercon-
nected system includes transmission RHP zero, which in-
herently limits the required performance. The obtained re-
sults show the limitations following from overall stability 
condition and the influence of interconnections on overall 
system stability and performance. Presented material pro-
vides simple illustration of stability versus performance rela-
tionship in decentralized control design and can be used in 
teaching complex systems control.  

1. Problem formulation and preliminaries 

Consider a multi-input multi-output plant described by linear 
MIMO system model  

)s(U)s(G)s(Y =                                                          (1) 

where complex vectors )s(U),s(Y  are Laplace images of 
output and input signal of dimensions p and m respectively, 

)s(G  is transfer function matrix of dimensions mp × . In the 
following we assume the square system model, i.e. mp =  
and stable plant G.  

Our aim is to design appropriate decentralized control, so 
that the overall system stability is kept (including possible 
uncertainties) and the required performance is achieved. In 
this paper we focus on two most important steps in decen-
tralized control design:  

1. determining control configuration, which means to choose 
appropriate input-output pairing;  

2.  the respective single control loops design so that the 
overall requirements are kept.  
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After completing step 1, the inputs or outputs can be reor-
dered, so that the respective transfer system matrix G with 
reordered columns or rows has the paired elements on the 
main diagonal. Then the decentralized controller can be 
represented by the diagonal matrix )k(diag)s(K ij= . To find 

)s(K (step 2), the so called independent design is consid-
ered, where individual loops are designed “independently” 
(simultaneously). In other words, local controllers )s(kij  are 
designed so that they: 

a) stabilize individual loops 

b) satisfy the overall system stability condition  

c) satisfy the bounds obtained from performance require-
ments. 

Note that conditions in b) and c) may be contradictory (as 
illustrated later in the presented example). 

In the following, sensitivity is denoted as 
1−+= ))s(K)s(GI()s(S  and closed loop transfer function is 

denoted as 1−+= ))s(K)s(GI)(s(K)s(G)s(T . Argument s is 
often omitted for better readability. 

1.1  Control configuration (pairing) selection  

To choose appropriate pairing, several interaction measures 
have been proposed in literature (RGA, dRGA, PRGA, etc.), 
more details can be found e.g. in (Schmidt, 2002). Relative 
gain array (RGA), frequently used in practice, is defined as 

( )TsGsGGRGA 1)()()( −= o                                        (2) 

where o  denotes entrywise matrix product (Hadamard 
product). 

However, RGA index provides no information e.g. for the 
system with one way interconnections (when the transfer 
function matrix is upper or lower triangular). To better evalu-
ate system performance, PRGA index has been introduced 
and shown to provide performance limits for system with 
decentralized control (Hovd, Skogestad, 1992). PRGA is 
defined as 

1)()()( −=Γ= sGsGGPRGA D                                   (3) 

where ))s(G(diag)s(GD ≈  denotes  the diagonal matrix 
having diagonal elements of  )s(G  on its diagonal. The 
relationship between PRGA and closed loop system per-
formance can be summarized in the following way. Let us 
specify the required closed loop performance by bounds on 
control error (offset) and disturbance 

jijwjSjrje riijji ,,)(1/)()()/( ϖϖϖϖϖ ∀<=               (4a) 

i,kjwjSGjzje ziikzki ,)(1/)(][)()/( ϖϖϖϖϖ ∀<=       (4b) 

where jr  denotes setpoint change, ijS  is the respective 

element of sensitivity function S, kz  is the expected distur-
bance and zG  its transfer function; riw and ziw  are scalar 
performance weights for control error and disturbance re-
spectively. 

For frequencies, where a feedback is effective ( Bϖϖ < , Bϖ  
denotes bandwidth), it can be usually assumed 

( ) ( ) 11 −− ≈+= GKGKIS   yielding the following bounds for 
individual loops 

i,jjwγjkg riijiii ∀<∀> , )()( Bϖϖϖϖ
,  

                       γij are elements of PRGA index Γ              (5a) 

 ,)()( B i,kjwδjkg ziikiii ∀<∀> ϖϖϖϖ      
            δik are elements of  ΓGz                             (5b) 
The above inequalities determine performance limits - lower 
bounds on single loop modules to achieve the required 
control error and disturbance attenuation and will be dis-
cussed in control design stage. 

1.2  Stability condition for decentralized control 

After the appropriate pairing has been determined, the de-
centralized control law is to be designed. There are various 
approaches to find decentralized control law. We adopt 
individual design as simple possibility to design single loops 
so that the overall stability and performance requirements 
are kept, i.e. that interactions do not introduce instability and 
do not significantly deteriorate performance. Let us consider 
stability condition for system with decentralized control. 
Matrix G can be split into its diagonal and off-diagonal parts: 

MD GGG += . For a stable open loop system GK, the 
closed loop system stability condition based on small gain 
theorem is given in the next Lemma (Veselý, Harsányi, 
2008).  

Lemma 1 

Consider a stable system G with a decentralized controller 
K. The respective closed loop system with transfer function 
T(s) is stable if  

11 <−
MD GWG                                                                (6a) 

or 

M
D G

WG 11 <−                                                                (6b) 

where matrix W is given by   11 −− =+ WGGR DD              (7) 

Inequality (6b) can be reformulated into 

M
DD G

MTG 1
0

1 =<−                                                      (8) 

where  1−+= )KGI(KGT DDD .  

Condition (8) can be used for stable system without or with 
RHP zeros (both for minimum and non-minimum phase 
case). Note that the above condition can be rather limiting in 
low frequencies, where 1≈DT , for stable system with no 
RHP zeros this may be too restrictive. The less restrictive 
condition for this case can be found in (Skogestad, 2005).  

Lemma 2  

Consider a stable system G with a decentralized controller 
K. Assuming that neither G nor GD has RHP zeros, the 
overall closed loop system is stable if and only if 
( ) 1−− DESI  is stable, where 

 111 −−− +==−= )KGI(S,GGG)GG(E DDMD . 
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The above condition can be reformulated:  ( ) 1−− DESI  sta-

ble means ( ) 01 ≠− −
DESIdet . The sufficient stability condi-

tion is then  1<DES , or 

 

M
D G

MSG 1
0

1 =<− . (9) 

Note that whichever condition is used, (8) or (9), it must be 
satisfied for all frequencies, these two conditions cannot be 
mixed or combined. 

2. Decentralized control design: case study 

The decentralized control design approach based on stabil-
ity condition (8) or, alternatively, (9) and performance bound 
(5a) is used to find decentralized control guaranteeing over-
all system stability and bounded control error (4a). The 
design procedure is illustrated on the case study - decentral-
ized control of quadruple tank process: input variables are 
two input flows, output variables are water levels in lower 
two tanks. Detailed description of the plant can be found in 
(Johansson, 2000), (Rosinová and Markech, 2008). The 
controlled system is described by the linearized model 

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

+++

+++=

1)105.76)(1

)142.73)(1
)

1)(

sss

ssssG

87.81
4.39

(87.81
)-4.39(1

  (47.11
-2.69(1

  47.11
2.69

21

21

γγ

γγ

 
                                                                                         (10) 

parameters 21 γγ ,  determine the input flow split between the 
lower and upper tank, 10 21 ≤≤ γγ , . It is important to note 
that depending on values of 21 γγ , , two different plant con-
figurations can be obtained:  

A: minimum phase configuration for  21 21 <+< γγ  (in this 
case we consider 1γ =0.6, 2γ =0.8) and  

B: non-minimum phase configuration for  10 21 <+< γγ  (in 
this case we consider 1γ =0.2, 2γ =0.3). 

In the first step, the appropriate input-output pairing is de-
termined using RGA, or PRGA index. 

In steady state we have RGA index dependent only on the 
values of 21 γγ ,  
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From (11), obviously the adequate pairings are: u1 – y1, u2 – 
y2  for configuration A,  u1 – y2, u2 – y1 for configuration B (λ 
is negative). This choice is supported by frequency depend-
ent RGA index shown in Fig.1a, 1b. In both cases, decen-
tralized control is designed independently for both loops, 
decentralized PID controller is 

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
=

)s(k

)s(k
)s(K

2

1

0

0
                                                     (12) 

sDs/IP)s(k iiii ++=           i=1, 2                                        (13) 

We propose the following decentralized control design strat-
egy. 

When designing parameters of )(ski , in the first step we 
consider stability criterion (8) or, alternatively, (9) as a 
bound on loops responses, next step is to shape the loops 
responses within stability bounds to achieve the required 
performance specifications “measured” by performance 
bound (5a).  

The application of this strategy on the case study illustrates 
also the case, when the individual loops design follows only 
loops criteria without considering overall stability. 
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Fig.1a   RGA for minimum phase case  
 (γ1=0.6, γ2=0.8) 
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Fig.1b   RGA for non-minimum phase case  
 (γ1=0.2, γ2=0.3) 

In decentralized control design below, the results are evalu-
ated according to the respective plots. The overall stability 
condition (8) or (9) is examined from the plots of left hand 
side and right hand side modules: red line denotes the up-
per bound (right hand side of the inequality), to satisfy the 
inequality (8) or (9), the respective blue or green lines 
should be for all frequencies below the red one. 

The performance criterion is checked through the plots 
respective to wri from (5a); recall that 1/wri provides the 
upper bound on control error (within the frequency range, 
where the feedback is effective), e.g. wri = 20 corresponds 
to control error less than 5%. 

2.1 Decentralized control  
for a minimum phase configuration A 

The results for PI controller parameters designed for indi-
vidual loops: P1=2.917, I1=0.0619; P2=2.50, I2=0.0285; are 
shown in Fig.2a, 2b and 3. Fig. 2a shows that stability condi-
tion (8)  is not satisfied in this case – blue line is for low 
frequencies above the red one, however, the overall stability 
is guaranteed by (for this case) the less restrictive condition 
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(9), which  is satisfied since green line is below the red one 
for all frequencies. The respective step responses show 
minor differences between individual loops (lower plots) and 
the overall system (upper plots) performance. 
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Fig.2a  Decentralized control design:   
 stability condition (satisfied) 
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 Fig.2b   Decentralized control design:   
 performance bound  
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Fig.3   Decentralized step responses:  
            Interconnected system – upper plots,  
            individual loops – lower plots 

2.2 Decentralized control  
for non-minimum phase configuration B 

This configuration is characterized by the existence of tran-
sient RHP zeros (while individual transfer functions have no 
RHP zeros), which complicates the decentralized controller 
design. We illustrate the impact of interactions on three 
different designs of control loops. 

In the first case the overall stability condition is not satisfied, 
though the individual loops have satisfactory performance 
indices. PI controller parameters: P1=0.9360, I1=0.0156;  
P2=2.7725, I2=0.0210. As shown in Fig.4a, the overall sys-
tem stability condition (8) is not satisfied  (around the band-
width frequency), therefore performance indices have no 
reason. Step responses in Fig.5 show the significant differ-
ences between individual loops (both are stable and 
damped) and the overall system, which is unstable.  

The next case (P1= 0.4680, I1= 0.0052;  P2= 1.1090, I2= 
0.0084) shows that as soon as the condition (8) is satisfied 
(Fig.6a: blue line below the red one), the overall system 
responses are similar to single loop ones – Fig.7; perform-
ance indicators are still satisfactory for low frequencies 
(Fig.6b). 
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Fig.4a  Decentralized control design:   
 stability condition (not satisfied) 
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Fig.4b  Decentralized control design:  
             performance bound indicates satisfactory result 

The third case shows results after the redesign of loop con-
trollers’ parameters, note that the respective performance 
bounds – Fig.8b are worse than in previous case – Fig.6b. 
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The corresponding step responses  in Fig.9 are slower than 
in previous case. 

PI controller parameters were designed for individual loops, 
considering the overall stability condition (8): P1=0.2847, 
I1=0.0025;  P2=0.5308, I2=0.0063. 
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Fig.5 Step responses:  
           interconnected system – upper plots 
           individual loops – lower plots; big difference 
           between individual loops and overall system 
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Fig.6a  Decentralized control design:  
             stability condition (satisfied) 

10-3 10-2 10-1
0

5

10

15
performance bound through PRGA11

w
ei

gh
t1

1 
~ 

ab
s(

W
(jw

))

10-3 10-2 10-1
0

50

100
performance bound through PRGA12

w
ei

gh
t1

2 
~ 

ab
s(

W
(jw

))

10-3 10-2 10-1
0

10

20

30
performance bound through PRGA21

frequency w[rad/s]

w
ei

gh
t2

1 
~ 

ab
s(

W
(jw

))

10-3 10-2 10-1
0

5

10

15

20
performance bound through PRGA22

frequency w[rad/s]

w
ei

gh
t2

2 
~ 

ab
s(

W
(jw

))

 
Fig.6b   Decentralized control design:   
 performance bound 
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Fig.7  Step responses:  
           interconnected system – upper plots 
          individual loops – lower plots;  
          no substantial difference between individual 
            loops and overall system 
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Fig.8a  Decentralized control design:  
             stability condition (satisfied) 
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Fig.8b   Decentralized control design:   
 performance bound 
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Fig.9  Step responses:  
           interconnected system – upper plots 
           individual loops – lower plots 

Conclusion 

The paper studies some basic aspects of decentralized 
control design concerning stability and performance. The 
decentralized control design strategy includes controller 
configuration (selection of appropriate pairing based on 
RGA), and individual control loops design based on overall 
stability condition and performance evaluation. This strategy 
is illustrated on example – case study of quadruple tank 
process. Two forms of overall stability conditions are used 
and briefly discussed, one of them (based on small gain 
theorem) formulated for stable systems which may have 
RHP zeros is less restrictive in higher frequencies,  the 
other formulated for stable systems without RHP zeros is 
less restrictive in lower frequencies as shown in the exam-
ple. Presented material provides simple illustration of stabil-
ity versus performance relationship in decentralized control 
design and is believed to be useful in teaching complex 
systems control. 
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Tuning decentralized                   
controllers for robustness            
and performance          

Alena Kozáková, Vojtech Veselý 

Abstract  
The paper presents a modification of the decentralized controller design technique 
for continuous-time systems (named “Equivalent Subsystems Method”, ESM)    
proposed in [5,8] and further developed towards securing robust stability and nomi-
nal performance [6,7]. The proposed design procedure combines the ESM with a 
subsequent   detuning to fulfil the M-∆ structure robust stability conditions adapted 
for the decentralized control. Robust decentralized controllers designed for two real 
plants show practical applicability of the proposed design philosophy.  

Keywords: decentralized control, detuning, nominal stability, robust stability,     
unstructured uncertainty 

Introduction  
 

Many industrial processes are naturally multi-input  multi-
output (MIMO) as they arise as interconnection of a finite 
number of physically existing subsystems. Due to the inter-
actions, MIMO systems are more difficult to control compa-
red with the SISO ones. Multivariable controllers are used if 
strong interactions within the plant are to be compensated 
for. Decentralized controllers remain popular in the industry 
when practical reasons make restrictions on controller struc-
ture necessary or reasonable. Compared with centralized 
full-controller systems the decentralized control (DC) struc-
ture brings about certain performance deterioration; howe-
ver weighted against important benefits, e.g. hardware, 
operation and design simplicity, and reliability improvement 
Therefore, decentralized control (DC) design techniques 
remain popular among practitioners, in particular the frequ-
ency domain ones which provide insightful solutions and link 
to the classical control theory.  

Since the 80’s several practice-oriented robust control de-
sign techniques have evolved differentiating in the design of 
local SISO controllers the main approaches being simulta-
neous design, independent design e.g. [2,3] and sequential 
design e.g. [2]. The method proposed in this paper belongs 
to the independent design according to which local control-
lers are designed independently without considering interac-
tions with other subsystems. Main advantages with this 
approach are failure tolerance and direct local designs, the 
main limitation is that information about controllers in other 
loops is not exploited; therefore obtained stability and per-
formance conditions are only sufficient and thus conservati-
ve. The paper deals with a further improvement of the ro-
bust decentralized controllers design technique for 
continuous-time uncertain systems (so-called “Equivalent 
Subsystems Method” ) first proposed  as a DC design met-
hod for performance [5] and further adapted so as to simul-
taneously guarantee nominal performance and fulfilment of 
the M-∆  structure based robust stability conditions modified 
for the closed-loop under the decentralized controller 
[6,7,15,16]. This design technique considers the full transfer 
function matrix nominal system - unlike the existing robust 
DC approaches which take as nominal system just the dia-

gonal part of the plant transfer matrix.  The paper is organi-
zed as follows: theoretical background and problem formula-
tion are given in Section 2, development of the robust 
decentralized controller design technique is presented in 
Section 3 and illustrated by two examples in Section 4. 
Conclusions are given at the end of the paper. 

1. Theoretical Background  
and Problem Formulation  

Consider a plant transfer function mmR)s(G ×∈ and a diago-

nal controller mmR)s(R ×∈  in a standard feedback configu-
ration (Fig.1) where ,e,y,u,w are vectors of reference, 
control, output and control error, respectively, of compatible 
dimensions. 
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Fig. 1 Feedback loop under decentralized controller 

Let the uncertain plant model be given as a set of N transfer 
function matrices in N different operating points, hence 

N,,2,1k,)}s(G{)s(G mm
k
ij

k K== ×  (1) 

with m,,2,1j,i,
)s(u
)s(y)s(G k

j

k
ik

ij K==  
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where )s(y k
i is the i-th output and )s(uk

j  is the j-th input of 
the plant in the k-th experiment. 

In this paper, unstructured uncertainty associated with the 
system model (1) will be described using additive (a), multi-
plicative input (i) and multiplicative output (o) forms, gener-
ating the related families of plants o,i,ai,i =Π : 

( )s)s()s(G)s(G: aNa ∆+=Π l  (2) 

)]s(G)s(G[max)s( N
k

M
k

a −σ=l  

( )]s)s(I)[s(G)s(G: iNi ∆+=Π l  (3) 

)]}s(G)s(G[))s(G{(max)s( N
11k

M
k

i −σ= −−l  

( ) )s(G]s)s(I[)s(G: Noo ∆+=Π l  (4) 

}))s(G)](s(G)s(G{[max)s( 1kk
NM

k
o

−−σ=l   

where GN(s) denotes the nominal model, )(M ⋅σ  is the 

maximum singular value of (.) and ( ) mmRs ×∈∆  is uncer-
tainty matrix such that 1)(M ≤∆σ .  

Standard feedback configuration comprising the uncertain 
system can be transformed into the ∆−M  structure; for 
individual uncertainty types the corresponding matrices 

kM , k = a, i, o are as follows [2]: 

)s(R)]s(G)s(RI[)s(M 1
Naa

−+−= l   

)s(G)s(R)]s(G)s(RI[)s(M N
1

Nii
−+−= l  (5) 

1
NNoo )]s(R)s(GI)[s(R)s(G)s(M −+−= l   

Robust stability conditions in terms of the ∆−M structure 
are given in the following theorem. 

 

Theorem 1 (Robust stability for unstructured perturbations ) 

Assume that the nominal system Mk(s), k = a,i,o is stable and 
the perturbation )s(∆ is stable. Then the ∆−M  system is 
stable for all perturbations satisfying 1)]j([M ≤ω∆σ  if and 
only if 

s,1)]s(M[ kM ∀<σ  (6) 

Nominal closed-loop stability of a MIMO system can be 
examined using the generalized Nyquist stability theorem. 

Theorem 2 (Generalized Nyquist Stability Theorem) 

The feedback system in Fig. 1 is stable if and only if  

1.  Ds0)s(Fdet ∈∀≠   

2a. qn)]s(Fdet,0[N =  (7) 

where )s(R)s(G)s(Q N= is the open-loop matrix, nq is the 
number of its right half-plane poles,  

)]s(QIdet[)s(Fdet +=  is the closed-loop characteristic 
polynomial, )]s(Fdet,0[N is the number of anticlockwise 
encirclements of the point )0j,0( by the Nyquist plot of  

)s(Fdet . Denote m...,,2,1i),s(qi =  the set of characteristic 
loci (CL) of Q(s) in the complex plane [9].  

1.1  Problem Formulation 

Consider an uncertain MIMO system with m subsystems (1). 
A robust decentralized controller  

m,...,1ii )}s(R{diag)s(R ==  (8) 
s0)s(Rdet ∀≠  

is to be designed  with )s(Ri  being transfer function of the  
i-th  local controller. The designed controller has to guaran-
tee stability and an acceptable performance of the controlled 
plant within the entire plant operating range described using 
either of the perturbed models (2), (3) or (4). 

2.  Development  
of the Robust DC Design Method 

Consider the nominal model mm
N R)s(G ×∈ split into the 

diagonal and the off-diagonal parts describing respectively 
models of decoupled nominal subsystems and nominal 
interactions )( sGm   

)s(G)s(G)s(G mdN +=  (9) 

where m,...,1iid )}s(G{diag)s(G ==  and 

Ds0sGd ∈∀≠)(det . 

Factorize the nominal closed-loop characteristic polynomial 
)s(Fdet in terms of the split nominal system (Kozáková 

and Veselý, 2003; 2007) 

[ ]{ }

)s(Rdet)s(Fdet
)s(Rdet)]s(G)s(G)s(Rdet[

)s(R)s(G)s(G(Idet)s(Fdet

1

md
1

md

=
=++=

=++=
−  (10) 

where  )s(G)s(G)s(R)s(F md
1

1 ++= −  (11) 

In view of (11), Theorem 2 reads as follows: 

 

Corollary 1 

A closed-loop comprising the system (9) and the decentrali-
zed controller (8) is stable if and only if  

1. 0)s(Fdet 1 ≠      Ds ∈∀  

2. q1 n)]s(Rdet,0[N)]s(Fdet,0[N =+  (12)  

In F1(s) in (12), )]s(G)s(R[ d
1 +−  is a diagonal matrix 

related to subsystems. Denote 

)s(P)s(G)s(R d
1 =+−  (13) 

where mmi )}s(p{diag)s(P ×= . From (13) results 

0)]s(P)s(G)s(RI d =−[+    (14) 

For individual subsystems, (14) breaks down to 

m,...,2,1i0)s(G)s(R1 eq
ii ==+  (15) 

where m,...,2,1i)s(p)s(G)s(G ii
eq
i =−=  (16) 

is transfer function of the i-th equivalent subsystem [5]. 
Substituting (13) into (11) we obtain 

)]s(G)s(Pdet[)s(Fdet m1 +=  (17) 
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Using (17) it is possible to formulate stability conditions for 
the closed-loop system under a decentralized controller 
[5,8].  

  

Corollary 2 (Nominal stability under DC) 

A closed-loop comprising the nominal system (9) and a 
decentralized controller (8) is stable if there exists a stable 
matrix mmi )}s(p{diag)s(P ×=  such that each equivalent 
subsystem (16) can be stabilized by its related local control-
ler Ri(s), i.e. each equivalent closed-loop characteristic 
polynomial  

m,...,2,1i)s(G)s(R1CLCP eq
ii

eq
i =+=  

has stable roots and the following conditions are met  

1. 0)]s(G)s(Pdet[ m ≠+  (18) 

2. qm n)]}s(G)s(Pdet[,0{N =+  (19) 

Corollary 3 (Robust stability under DC) 

The ∆−M  structure is stable if there exists such 
mmi )}s(p{diag)s(P ×= that conditions (18) and (19) are 

met and for either of the uncertainty forms (2), (3), (4) holds 
the corresponding inequality: 
 

Additive uncertainty 

)(
1})]j(G)j(P{[

a

1
mM ω

<ω+ωσ −

l
 (20) 

Multiplicative input uncertainty 

)(
1)}s(G)]j(G)j(P{[

i
N

1
mM ω

<ω+ωσ −

l
 (21) 

Multiplicative output uncertainty 

)(
1})]j(G)j(P)[j(G{

o

1
mNM ω

<ω+ωωσ −

l
 (22) 

Hence, the problem to be solved in the robust decentralized 
controller design reduces to finding an appropriate 

mmi )}s(p{diag)s(P ×=  that fulfils both Corollaries 2 and 3. 
Applying this approach allows to consider the full mean 
parameter value model as the nominal system.  

Thus far, following methods of selecting P(s) have been 
proposed: 

1. Choosing P(s) = p(s)I  with identical entries in the diago-
nal. If )s(g)s(p α−−= l  where )s(gl  can be any fixed of 
the m characteristic functions of )]s(G[ m−  and 0≥α  is 
the specified feasible degree of stability, it is possible to 
achieve the degree of stability α  for the full closed-loop 
system [5,8]. Moreover, if )s(g)s(p α−−= l  satisfies the 

∆−M  stability conditions for systems under a decentralized 
controller [6] then both the specified nominal performance 
and robust stability are guaranteed. To stabilize equivalent 
subsystems any graphical SISO frequency domain design 
technique can be applied independently. (e.g. Bode plots, 
Neymark D-partition method). 

Application and main results of this design approach are 
illustrated in Example 1. 

2. Choosing m,...,1ii )}s(p{diag)s(P ==  with different diagonal 
entries. In [15] a heuristic method has been proposed to find 

coefficients of stable )s(pi  such 
that )],s(G[structure)]s(p[structure ii = m,...,1i = .  

For a decentralized fixed structure (PI, PID) controller a 
design procedure has been developed yielding improved 
damping of )s(Gi . General suggestions for choosing P(s) 

are given in [7]: for both )s(P 1−  and )s(Gm  stable, the 
necessary and sufficient closed-loop stability condition is 

)]s(P[)]s(G[ mmM σ<σ .  

Moreover, to guarantee robust stability, conditions (20), (21) 
or (22) have to be met in all cases. 

In this paper an innovative approach for generating )s(P  
with different diagonal entries is proposed. Its underlying 
idea consists in generating )s(P using (13) and to guarantee 
fulfilment of conditions (18), (19), (20), (21) and (22) 
formulated in the Corollaries 2 a 3 by local controller 
detuning. 

The resulting robust controller design procedure involves 
two main stages: the initial design and the possible rede-
sign. Individual design steps are as follows: 

Initial design 

1. Choice of the nominal model 
)s(G)s(G)s(G mdN += , computation of and plotting uncer-

tainty bounds o,i,ak,k =l  according to (2), (3) or (4). 

2. Design of local controllers m,...,1i),s(Ri =  for isolated 
subsystems using any standard frequency domain design 
method [e.g. 1,12,17] and setting up the resulting diagonal 
controller in form (for 1=δ ) 

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡

δ

δ
=

m

m

1

1

)s(R00
00

00)s(R

)s(R O  

3. Generating )s(G)s(R)s(P d
1 += −  according to (13). 

4. Verification of the nominal stability condition (18) and (19) 
(Corollary 2) 

5. Verification of robust stability (RS) conditions (20), (21), 
(22).  

If any of the RS conditions is satisfied, the designed control-
ler guarantees nominal stability and performance as well as 
closed-loop stability in the whole operating range of the 
plant specified by the N transfer functions matrices. The 
design procedure stops. 

Redesign 

If robust stability conditions fail to be satisfied, the design 
procedure is to be repeated either for relaxed nominal per-
formance requirements or the original controller 

mm
i

i }
)s(R

{diag)s(R ×δ
=  is to be detuned using the detuning 

coefficients m,...,1i,i =δ  so as to satisfy robust stability 
conditions in the tightest possible way. 

 

According to the detuning procedure proposed in [11] that 
}m,,1{k,k K∈δ , is changed (usually increased) which 
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contributes the most to the fulfillment of the RS condition. 
Selection of such }m,,1{k,k K∈δ  is carried out in m  steps 
in such a way that in the i-th step }m,...,1{i ∈  just one parti-
cular iδ  is increased while the other remain unchanged and 
the RS condition is verified. The finally selected and chan-
ged }m,...,1{k,k ∈δ  is the one with the most significant 
contribution to the fulfillment of the RS condition. It specifies 
and is applied to the local controller to modify its parameters 

according to  
k

k )s(R
δ

. 

The design procedure is illustrated in the Example 2. 

 

3. EXAMPLES 

Example 1  
(P(s) with identical entries in the diagonal) 
Power system stabilizers (PSS) are used to enhance power 
system damping. In (Kozáková, 2004), the DC design met-
hodology proposed in (Kozáková and Veselý, 2003) has 
been applied to design PSS with the fixed structure transfer 
function 

2,1i,
1sT

sk
)s(PSS

i

i
i =

+
=  

for two generating units of the Slovak Power System. The 
linearized mathematical model of the MIMO system has 
been obtained from experiments on the model of the Slovak 
Power System. 
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The PSS have been designed to reduce by 8.5dB the reso-
nance peaks of equivalent subsystems. Local PSS´s for 
individual units have been designed using Bode plots of 

equivalent subsystems generated by )s(p1 . Using the stan-
dard design approach, parameters for both PSS have been 
chosen as follows  

2,1i
1s1.0
s0562.0)s(PSSi =

+
=  

Bode plots of compensated equivalent subsystems depicted 
in Fig. 2 with thick lines prove the required resonance peak 
reduction. Experimental studies on a physical model of the 
Slovak Power System have proved effectiveness of the 
designed PSS´s in improving the power system damping in 
the required frequency range. One illustrative result – res-
ponse of the active power deviation in both generating units 
with implemented PSS to a three phase to ground fault 

during 0.2s at the middle of the transmission line between 
both units is shown in Fig. 3b 

 
 )s(Geq

1  )s(Geq
2  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2 Bode plots of equivalent subsystems  (thin lines – 

uncompensated subsystems; thick lines – sub-
systems with PSS compensation) 

 
 

 a. b. 

.  

 
 

 

 

 

 
 

 
 
Fig. 3  Time responses of the active power deviation in 

Unit 1 (upper plots) and Unit 2 (lower plots) to a 
three phase to ground fault during 0.2s: a. un-
compensated subsystems; b. subsystems with 
PSS compensation.  

Example 2 
(P(s) with different diagonal entries) 
Consider the 3x3 transfer function model for a pilot scale 
binary distillation column used to separate ethanol and wa-
ter (Hovd and Skogestad, 1994; Ogunnaike and Ray, 1994). 
A strong one-way interaction is evident from the large off-
diagonal elements in the 3rd row. 
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the full system has been partitioned into the diagonal part 
(subsystems) and interactions (9). A low value of Niederlin-
ski index  (N = 0.3752) and a high value of the VA index - 
sufficient condition for correct input-output pairing (Kozáko-
vá, 1998), VA = 54.679 (instead of preferred VA<1) indicate 
difficulties in structural controllability of the plant.  
For the design purpose, time delays have been replaced 
with the 6th order Padé approximants. Uncertainty bounds 
(2), (3) and (4) have been computed for %15±  changes in 
parameter values of all entries of )s(G)s(G N= . 
PID controller transfer functions for decoupled subsystems 
have been chosen  

  m,...,2,1i,
ks

rsrsr)s(R 10
2

d
i =

++
= −  

 

where k is the common factor applied simultaneously in all 
loops in the redesign step to fulfil the robust stability condi-
tions (20), (21), (22). 

The o,i,ak,
)(

1

k
=

ωl
 plots are depicted in Fig. 4, local 

controllers have been designed for the worst case – i.e. the 
multiplicative output uncertainty. 
 

 
 
 
 
 
 
 
 
 

Fig. 4   The 
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k ωl
- versus - ω plots for o,i,ak =  

 
Final values of local controller parameters have been cho-
sen as follows 
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Fig. 5 shows that with the chosen decentralized controller, 
the robust stability conditions are verified. 
Closed-loop step responses of the nominal system for the 
reference signal [1 0 0]T are in Fig. 6, Fig. 7 shows simula-
tion results for unit steps applied in all subsystems at diffe-
rent step times (12s, 5s, 20s for the 1st, 2nd and 3rd sub-
system, respectively). 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5  Verification of the robust stability condition  
under the designed DC and multiplicative output 
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0

0M
1)]s(M[
l

<σ  

0 20 40 60 80 100 120 140 160
-4

-3.5

-3

-2.5

-2

-1.5

-1

-0.5

0

0.5

1

t

y1
, y

2,
 y

3

 

 

y1
y2
y3

 
Fig. 6  Closed-loop step responses under  

the designed DC for the reference unit step  
in the first subsystem 
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Fig. 7  Closed-loop step responses under the designed 
DC for the reference unit steps applied in all sub-
systems at different step times (12s, 5s, 20s) 

Conclusion  

In this paper an improvement to the existing robust 
decentralized controller design technique for continu-
ous-time uncertain systems has been proposed. Ap-
plying the generalized Nyquist stability criterion and 
the M-∆ structure robust stability conditions adapted 
for the decentralized control structure, the problem to 
be solved in the robust decentralized controller design 
reduces to finding an appropriate mmi )}s(p{diag)s(P ×=  
guaranteeing both nominal and robust closed-loop 
stability of the full system under a decentralized con-
troller. Moreover, this approach allows considering the 
full mean parameter value model as the nominal sys-
tem. An innovation in choosing )s(P  with different 
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diagonal entries has been proposed, resulting in a 
simple-to-use insightful graphical design procedure 
that involves two main stages: in the initial design 
stage, local controllers are designed for isolated sub-
systems, the matrix P(s) is generated and the nominal 
and robust stability conditions are verified. If they fail 
to be satisfied, in the redesign stage, the local control-
lers transfer functions are modified so as to satisfy 
robust stability conditions in the tightest possible way. 
The proposed practice-oriented approach has been 
applied in the design of robust decentralized PID con-
trollers for real plant models (a 2x2 power system with 
two generating units and a 3x3 laboratory binary distil-
lation column) show practical applicability of the pro-
posed design philosophy. 
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Predictive Control 
of Nonlinear Process 

Jana Paulusová, Mária Dúbravská 

Abstract  
In this paper two predictive control approaches are addressed, proposed and tested. 
The first method described in this paper is Generalized Predictive Control (GPC). 
The second one is Dynamic Matrix Control (DMC). The proposed algorithms are 
tested in model based predictive control of the concentration control in the chemical 
reactor, manipulating its flow rate. 

Keywords: DMC, GPC, model predictive control  

 
Introduction  

Concept of model based predictive control (MBPC) has 
been heralded as one of the most significant control 
developments in recent ten years. Wide range of choice of 
model structures, prediction horizon, and optimization 
criteria allows the designer to easily tailor MBPC to its 
application in industry. 

The main idea of Model Predictive Control (MPC) is the 
prediction of the output signal at each sampling instant. The 
prediction is implicit or explicit depending on the model of 
the process to be controlled. In the next step a control is 
selected to bring the predicted process output signal back to 
the reference signal by minimizing the area between the 
reference and the output signal. 

Within basic methods, which are essentially referred as 
predictive control, DMC and GPC with the added capability 
of handling nonlinear systems are included. 

1. MPBC Formulation  

MBPC is a general methodology for solving control 
problems in the time domain. It is based on three main 
concepts: 
• Explicit use of a model to predict the process output. 
• Computation of a sequence of future control actions by 

minimizing a given objective function. 
• The use of the receding horizon strategy: only the first 

control action in the sequence is applied, and the 
horizons are moved one sample period towards the 
future, optimisation is repeated. 

1.1 Dynamic Matrix Control (DMC) 

One of the first proposed MBPC methods, and still 
commercially the most successful one, is DMC. Cutler 
introduced this method in 1980.  

MPC is an optimization based control methodology that 
explicitly utilizes a dynamic mathematical model of a 
process to obtain a control signal by minimizing an objective 
function. The model must describe the system well. The 
future process outputs y(k+i) for i=1,…, p, are predicted over 
the prediction horizon (p) using a model of the process. 

These values depend on the current process state, and on 
the future control signals u(k+i) for i=0,…,m-1, over the 
control horizon (m), where m<p.  The control variable is 
manipulated only within the control horizon and remains 
constant afterwards, u(k+i)=u(k+m-1) for i=m,…, p-1. The 
basic principle of MBPC is shown in Fig. 1. 

Process interactions and deadtimes can be intrinsically 
handled with model predictive control schemes such as 
DMC. The block-scheme of MPC is shown in Fig. 1 and the 
principle of DMC in Fig. 2. 

The sequence of future control signals is computed by 
optimizing a given (cost) function. Often, the system needs 
to follow a certain reference trajectory defined through set 
points. In most cases, the difference between system 
outputs and reference trajectory is used by combination with 
a cost function on the control effort. 
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Fig.1 Block scheme of model predictive control (MPC) 
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A general objective function is the following quadratic form 
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where 
yp - desired set point, 
Γu , Γy  - weight matrixes, where Γu=γuIu  and Γy=γyIy (Iu is 

unit matrix with dimension mxm,  Iy is unit matrix 
with dimension pxp and γu, γy are the weight 
parameters) 

∆u(k-i)=u(k-i)-u(k-i-1)  - the change in manipulation variable, 
p - the length of the prediction horizon, 
m - the length of the control horizon, 
ŷ(k) - the process output, at sample instant  is given as 
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where 
gi - the step response coefficients. 

The model employed is a step response of the plant. The 
model predictions along the prediction horizon p are 
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Disturbances are considered to be constant between 
sample instants  
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where 

ym(k|k) - the measured value of the process output at time k. 
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The prediction of the process output along the length of the 
prediction horizon, can be written compactly using matrix 
notation 

)()()( kfkuGky p +∆=  (7) 

where 
G - dynamic matrix 
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 (8) 

By minimizing objective function the optimal solution is then 
given in matrix form 
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 (9) 

1.2 Generalized Predictive Control (GPC) 

The CARIMA model, representing the plant model in GPC 
design, is defined as: 

 

 ( ) ( ) ( ) ( ) ( ) ( ) ∆+−= −−− /1 111 kzCkuzBkyzA ξ  (10) 

where  
∆ – is the differencing operator 1-z-1, 
ξ(k) – denotes white noise sequence, 
A, B,C  – are polynomials in the backward shift operator z-1. 

For simplicity here C(z-1)=1. To derive j-step ahead predictor 
of y(k+j) based on (10) consider the identify [2]: 
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Then predicted process output is  
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where  
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Then (12) can be written in vector form 
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where  
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and 

 ( ) K++= −− 1
10

1 zggzG iii   
Consider the minimization of cost function (1) the optimal 
solution in vector form is 

)()( 1 fyGGGu p
TT
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2. Case Study and Simulation Results  

The application considered involves an isothermal reactor in 
which the Van Vusse reaction kinetic scheme is carried out. 
In the following analysis, A is the educt, B the desired 
product, C and D are unwanted byproducts [6]. 
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From a design perspective the objective is to make k2 and k3 
small in comparison to k1 by appropriate choice of catalyst 
and reaction conditions. The concentration of B in the 
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product may be controlled by the manipulating the inlet flow 
rate and/or the reaction temperature. 
The educt flow contains only cyclopentadiene in low 
concentration, CAf. Assuming constant density and an ideal 
residence time distribution within the reactor, the mass 
balance equations for the relevant concentrations of 
cyclopentadiene and of the desired product cyclopentanol, 
CA and CB, are as follows: 
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C
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This example has been considered by a number of 
researchers as a benchmark problem for evaluating 
nonlinear process control algorithm. 
By normalizing the process variables around the following 
operating point and substituting the values for the physical 
constants, the process model becomes: 
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where the deviation variable for the concentration of 
component A is denoted by x1, the concentration of 
component B by x2, and the inlet flow rate by u. 

2.1 Simulation results 

The comparison of time responses of controlled and 
referenced variables under DMC with GPC is shown in Fig. 
3. 

Parameters for DMC are p=10, m=5, γy=0.4, γu=0.4. 
Parameters for GPC are p=3, m=3, γy=1, γu=0.1. 

Quality of control is depended on the choice of parameters 
p, m, γy, and γu. For our selected parameters is quality of 
control under DMC better than GPC. 
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Fig.3 Time responses of the controlled and reference 

variables under DMC and GPC (w=yp) 

Conclusion 

This paper has described two predictive approaches GPC 
and DMC algorithms. These methods are based on model, 
which is the predicted future behaviour of process. The 
advantages and disadvantages of both methods were 
presented here. 
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Hybrid Predictive Control  
of Nonlinear Process  

Jana Paulusová, Mária Dúbravská 

Abstract  
In this paper hybrid fuzzy model based predictive control (HFMBPC) is addressed, 
proposed and tested. The proposed hybrid fuzzy convolution model consists of 
a steady-state fuzzy model and a gain independent impulse response model. The 
proposed model is tested in model based predictive control of the concentration 
control in the chemical reactor, manipulating its flow rate. The paper deals with 
theoretical and practical methodology, offering approach for intelligent fuzzy robust 
control design and its successful application.  

Keywords: fuzzy models, hybrid models, predictive control  

 
Introduction 

Predictive control has become popular over the past twenty 
years as a powerful tool in feedback control for solving 
many problems for which other control approaches have 
been proved to be ineffective. Predictive control is a control 
strategy that is based on the prediction of the plant output 
over the extended horizon in the future, which enables the 
controller to predict future changes of the measurement 
signal and to base control actions on the prediction. 

The proposed HFMBPC has been received well in process 
industry. 

1. The Hybrid Fuzzy Convolution  

The output of the model can be formulated as [1] 

( ) ( ) ( ) ( )( )sn

N

i
inssm uikuxxgxxuKyky −+−+=+ ∑

=

1.,,.,,,1 2
1

2 KK  (1) 

where ( )nss xxuKy ,,, 2 K+  is steady-state part, which is 
described by Takagi-Sugeno fuzzy model and 

( ) ( )( )sn

N

i
i uikuxxg −+−∑

=

1.,,2
1

K
 is dynamic part of model (the 

impulse response model). The gain independent impulse 
response model is gi(x2,...,xn), the previous input values are 
u(k-i-1) over N horizon, K is steady-state gain, us and ys are 
steady-state input and output, x2,…, xn are other operating 
parameters having effects on the steady-state output. 

The convolution is multiplied by steady-state gain 

( )
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u
xxufK

∂
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=
,,, 2 K  (2) 

1.1 The Steady-State part of Hybrid Fuzzy- Neuro 
Convolution Model (HFNCM) 

The steady state part is described by fuzzy-neuro model. A 
nonlinear discrete system can be expressed by fuzzy-neuro 
model (ANFIS) with n rules. The i-th rule of the model is 
described as follows [5]: 

isinni
i dythenAisxandandAisxifR =,,11: K  (3) 

where n is the number of inputs, x=[x1,...,xn]T is a vector of 
inputs of the model, Aj,i(xj) is the i=1,2,...,Mj –th antecedent 
fuzzy set referring to the j-th input, where Mj is the number 
of the fuzzy set on the j-th input domain. 
The first element of the input vector is the steady-state input 
x1=us. 
The output is computed as weighted average of the 
individual rules consequents 
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where the weights 0 < µi < 1 are computed as ∏=
=

m

j
jjii xA

1
)(µ , 

where Π is fuzzy operator, usually been applied as the min 
or the product operator and m is number of rules. 

Various types of membership functions were examined in 
our research. Different membership functions were 
employed for each fuzzy model: triangular and Gaussian as 
shown in Fig. 1.  

The triangular membership functions are defined as follows:  
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where  〉∈ +1,, ,(
jj mjmjj aax . 

The Gaussian membership functions are defined as follows 
[6]:  
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where aj,i-1, aj,i,  aj,i+1 are the centre, δj,i-1, δj,i,  δj,i+1  the width of 
the fuzzy sets and  >∈< +− 1,1, , jj mjmjj aax . 

The gain of the steady-state fuzzy model can be computed 
as 
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Fig.1 Membership functions used for the fuzzy model: 

triangular (a), Gaussian (b) 

1.2 Dynamic part of the HFNCM 

The dynamic state part is described by the impulse 
response model (IRM). Parameters of the discrete IRM gi 
(i=0,…, N, where N is the model horizon) can be easily 
calculated from the input-output data (ui and yi) of the 
process. 
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In matrix form 
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The parameters are given as follows 

( ) yUUUg TT 1−
=  (9) 

2 Hybrid Fuzzy-Neuro Model Based 
Predictive Controller 

The nonlinear HFNCM can be easily applied in model based 
predictive control scheme.  
In most cases, the difference between system outputs and 
reference trajectory is used in combination with a cost 
function on the control effort. A general objective function is 
the following quadratic form [4] 
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Here, r is desired set point, Γu (Γu=γK
2) and Γy are weight 

parameters, determining relative importance of different 
terms in the cost function, u and ∆u are the control signal 
and its increment, respectively. Parameter p represents 
length of the prediction horizon, m is the length of the control 
horizon. Output predicted by the nonlinear fuzzy model is 
ŷ(k). 
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where ∑=
=

i

j
ji gs

1
 are the step response coefficients and the 

change on the control variable is ∆u(k)=u(k)-u(k-1). 

Model predictions along the prediction horizon p are 
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Disturbances are considered to be constant between 
sample instants  
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where y(k | k) represents the measured value of the process 
output at time k. 

So 
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Prediction of the process output along the length of the 
prediction horizon, can be written compactly using matrix 
notation 

)()()(ˆ kfkuKSky +∆=  (16) 

Matrix S is called the system’s dynamic matrix (17) [4] 
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By minimizing its objective function (10) the optimal solution 
is then given 
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In many control applications the desired performance 
cannot be expressed solely as a trajectory following 
problem. Many practical requirements are more naturally 
expressed as constraints on process variables such as 
manipulated variable constraints, manipulated variable rate 
constraints or output variable constraints. The solution calls 
into existence of quadratic programming solution of the 
control problem. 

2.1 Algorithm for the HFCM based control 

The algorithm has the following steps (Abonyi, et al, 1999): 
• Calculation impulse response model gi from (9), 
• Calculation of us from ys=y(k), considering the inversion of 

the fuzzy-neuro model, 
• Calculation of the value of the steady-state gain K by (7), 
• Calculation of S by (17) and e by (13), 
• Calculation of the controller output from the first element 

of the calculated ∆u vector generated from (18).  

3 Case Study and Simulation Results  

3.1 Case Study 

The application considered involves an isothermal reactor in 
which the Van Vusse reaction kinetic scheme is carried out. 
In the following analysis, A is the educt, B the desired 
product, C and D are unwanted byproducts [2]. 
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From a design perspective the objective is to make k2 and k3 
small in comparison to k1 by appropriate choice of catalyst 
and reaction conditions. The concentration of B in the 
product may be controlled by manipulating of the inlet flow 
rate and/or the reaction temperature. 

The educt flow contains only cyclopentadiene in low 
concentration, CAf. Assuming constant density and an ideal 
residence time distribution within the reactor, the mass 
balance equations for the relevant concentrations of 
cyclopentadiene and of the desired product cyclopentanol, 
CA and CB, are as follows: 
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This example has been considered by a number of 
researchers as a benchmark problem for evaluating 
nonlinear process control algorithm. 

By normalizing the process variables around the following 
operating point and substituting the values for the physical 
constants, the process model becomes: 
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where the deviation variable for the concentration of 
component A is denoted by x1, the concentration of 
component B by x2, and the inlet flow rate by u. 

3.2 Simulation Results 

The comparison of time responses of output of HFNCM with 
nonlinear plant is shown in Fig. 2. Time responses of the 
controlled and reference variables under HFNMBPC are 
shown in Fig. 3 and Fig. 4. 
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Fig.2 Time responses of output from the nonlinear plant 
and the HFNCM model with membership functions 
triangular (a), Gaussian (b) 
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Fig.3 Time responses of the controlled and reference 

variables under HFNMBPC (m=5, p=10, Γy=K, 
Γu=γK2, γ=1) with triangular membership functions  
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Fig.4 Time responses of the controlled and reference 

variables under HFNMBPC (m=5, p=10, Γy=K, 
Γu=γK2, γ=1) with Gaussian membership functions  

Conclusion 

The HFMBPC uses the advantage of fuzzy systems in the 
representation of the steady-state behavior of the system. 
Other advantage is that it tries to combine knowledge about 
the system in form of a priori knowledge and measured data 
in the identification of a control relevant model. 

Simulation example illustrates the potential offered by the 
HFNCMBPC. 
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Diskrétny systém riadenia 
s premenlivou štruktúrou 
a predikciou stavu 

Michal Boršč, Branislav Thurský, Jaroslav Hricko  

Abstrakt  
Článok sa zaoberá vlastnosťami a návrhom diskrétnych systémov riadenia 
s premenlivou štruktúrou. Objektom riadenia je lineárny časovo invariantný systém. 
Algoritmus riadenia je kombináciou diskrétneho stavového riadenia s konštantnými 
parametrami a časovo optimálneho  riadenia s premenlivou štruktúrou. Pri návrhu sa 
využíva metóda asymptotikej hyperroviny. Podľa tejto metódy sa navrhuje systém 
stavového riadenia s konštantnými parametrami tak, aby stavovom priestore existo-
vala hyperrovina, ku ktorej sa asymptoticky zbiehajú trajektórie riadeného objektu. 
Asymptotická hyperrovina je plochou prepínania parametrov riadiaceho systému 
s premenlivou štruktúrou. Pre elimináciu oscilácií na asymptotickej hyperrovine  sa 
využíva prediktívne riadenie štruktúry systému podľa  informácie o aktuálnom 
a budúcom možnom stave riadeného objektu.    

Kľúčové slová: diskrétne riadenie, stavové riadenie, systém s premenlivou štruktú-
rou, kĺzavý režim, časovo optimálne riadenie.  

 
Úvod  

Systémy riadenia s premenlivou štruktúrou sa väčšinou 
navrhujú tak, aby v im zodpovedajúcom stavovom prie-
store existovala plocha prepnutia, na ktorej  sa skokom 
menia parametre a štruktúra riadiaceho systému  a tým 
vzniká na nej kĺzavý režim. V diskrétnom číslicovom 
systéme riadenia  parametre sa menia len v okamihoch 
vzorkovania signálov. To môže vyvolať v kĺzavom režime 
na ploche prepnutia nežiaduce oscilácie [6].  

V tomto článku sa budeme venovať problémom správa-
nia sa diskrétneho systému riadenia s premenlivou štruk-
túrou v okolí plochy prepnutia a eliminácií oscilácií. Pre 
riadenie lineárného objektu použijeme kombináciu sys-
tému diskrétneho stavového riadenia s konštantnými 
parametrami a systému riadenia s premenlivou štruktú-
rou. 

Systém diskrétneho stavového riadenia bude navrhnutý 
tak, aby v zodpovedajúcom stavovom priestore existovala 
asymptotická hyperrovina, ku ktorej sa asymptoticky 
blížia trajektórie riadeného objektu. Procesy na asympto-
tickej hyperrovine majú mať predpísanú kvalitu.  

V systéme riadenia s premenlivou štruktúrou sa paramet-
re menia v danom alebo zvolenom rozsahu tak, aby ria-
dený objekt vždy prešiel z ľubovoľného stavu na asym-
ptoticku hyperrovinu za minimálny čas. Asymptotická 
hyperrovina je zároveň plochou prepnutia parametrov 
riadiaceho systému. Pre elimináciu oscilácií na asympto-
tickej hyperrovine v dôsledku diskrétneho riadenia 
s periódou vzorkovania T  použijeme predikciu stavu 
riadeného objektu o čas T dopredu.  

Niektorí autori tiež riešia problém oscilácií prediktívnym 
riadením [7]. Navrhujú takú zmenu parametrov, pri ktorej 
diskrétne riadený objekt v príslušnom takte riadenia pre-
jde presne na plochu prepnutia. V našej práci predikciu 
nepoužijeme na to, aby zmenou parametrov bol dosiah-

nutý presne stav na hyperrovine, lebo pri tomto spôsobe 
riadenia sa používajú nielen hraničné hodnoty paramet-
rov ale aj hodnoty z vnútra dovoleného intervalu, ktoré 
treba počítať. V našom prípade budeme zisťovať či pri 
aktuálnom riadení s hraničnými hodnotami parametrov 
objekt na konci taktu diskrétneho riadenia prejde alebo 
neprejde na opačnú stranu asymptotickej hyperroviny ako 
je v aktuálnom stave.  V prípade, že by mal prejsť na 
opačnú stranu, signál od premenlivých zložiek paramet-
rov sa vypne a objekt v tomto takte a spravidla potom aj 
v ďalších taktoch je riadený len podľa algoritmu stavové-
ho riadenia s konštantnými parametrami. 

1. Návrh stavového riadenia lineárneho 
systému s konštantnými parametrami 
metódou asymptotickej hyperroviny 

Pri návrhu diskrétneho systému riadenia s premenlivou 
štruktúrou väčšina autorov vychádza z diskrétneho mode-
lu riadeného objektu a riadiaceho systému tvare dife-
renčných a algebrických stavových rovníc [3], [4], [5]. 
Autonómne mikroprocesorové riadiace systémy pracujú 
s vysokou frekvenciu a malou periódou vzorkovania. 
V takom prípade je možno navrhovať najprv spojité ria-
denie pre spojitý model objektu a potom vykonať diskreti-
záciu spojitého systému, resp. algoritmu riadenia a prí-
padne urobiť ďalšie úpravy algoritmu. Tento prístup bol 
použitý aj v našej práci. 
 
Teoretickým východiskom syntézy diskrétneho systému 
riadenia s premenlivou štruktúrou je metóda asymptotic-
kej hyperroviny [1]. Táto práca nadväzuje tiež na publiká-
ciu [2], ktorá sa zaoberá časovo optimálnym riadením 
systémov s premenlivou štruktúrou.  

Pri analýze a syntéze systému stavového riadenia 
s premenlivou štruktúrou vychádzame z kanonického 
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tvaru matematického modelu, zobrazeného na obr. 1.  
Stavovými veličinami riadeného objektu sú: výstupná 
veličina x a jej n-1 derivácií podľa času, to znamená 

x1=x,  x2=x´,  ...  , xn=x(n-1)                 (1) 

Vektor stavových veličín ďalej budeme označovať 

[ ]Tnxxx ...21=x  

 

 
 
Obr.1 Diskrétny systém stavového riadenia 
s premenlivou štruktúrou 
Fig. 1 Discrete variable structure state-space control 
system 

 

Vstupnou veličinou riadeného objektu je akčná veličina u. 
Veličina w je vstupnou referenčnou veličinou celého sys-
tému riadenia.  Veličiny b, a0, a1,..., an-1 sú parametrami 
lineárneho modelu riadeného objektu. Veličiny k0, k1,..., 
kn-1 sú parametrami riadiaceho systému, ktoré sa menia 
v závislosti od dynamického stavu riadeného objektu. 
Variabilné parametre riadiaceho systému vyjadríme ako 
súčet konštantnej kic a variabilnej zložky kiv 

ki=kic+kiv ;    pre  i=0,1,...,n-1                                         (2) 

Rozsah variabilnej zložky uvažujeme symetrický vo vzťa-
hu k nulovej hodnote 

iAiviA kkk ≤≤−                                                            (3) 

Vektor konštantných zložiek parametrov riadiaceho sys-
tému označíme 

[ ]Tcnccc kkk )1(10 ... −=k , 

vektor variabilných zložiek 

[ ]Tvnvvv kkk )1(10 ... −=k  

a vektor hraničných hodnôt variabilných zložiek 

[ ]TAnAAA kkk )1(10 ... −=k  

Pre zjednodušenie výkladu budeme skúmať dynamiku 
systému stavového riadenia pre w=0, to znamená pre 
rovnovážny stav v počiatku stavového priestoru.  

Spojitý systém stavového riadenia s premenlivou štruktú-
rou podľa obr.1 bez A/D a D/A prevodníkov opíšeme 
homogénnou diferenciálnou rovnicou 

( ) 0)(
1

0

)(
1

0

)( =+++ ∑∑
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i
iv
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n

i
ici

n xbkxbkax                (4) 

V prípade systému stavového riadenia len s konštantnými 
parametrami riadiaceho systému rovnica (4) bude mať 
tvar 

( ) 0)(
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)( =++∑
−

=

i
n

i
ici

n xbkax                   (5) 

Ďalej vychádzame z predpokladu, že charakteristická 
rovnica k diferenciálnej rovnici (5) má aspoň jeden reálny 
záporný koreň  

01
<−=

σ

λ
T

                                                            (6) 

Diferenciálnu rovnicu (5) potom môžeme napísať v tvare: 
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Označme  
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(8) 

Rovnica (8) pre σ(t)=0 v uvažovanom kanonickom stavo-
vom priestore (1) opisuje hyperrovinu prechádzajúcu 
počiatkom stavového priestoru 

0... 102112 ==++++ −− xqT
nnn xqxqxqx          (9) 

kde 

[ ]Tnqqq 110 ... −=q  

je vektor parametrov hyperroviny. 

Rovnici (9) zodpovedá diferenciálna rovnica 

0)(... 012

2

21

1

=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
++++ −

−

−−

−

txq
dt
dq

dt
dq

dt
d

n

n

nn

n

 

(10)  

Z rovníc (7) a (8) vyplýva vzťah 

0)(1)(
=+ t

Tdt
td σσ

σ

                               (11) 

Veličina σ (t) vyjadruje odchýlku od hyperroviny. 

Podľa približnej Eulerovej metódy numerického riešenia 
diferenciálnych rovníc rovnicu (11) transformujeme na 
diferenčnú rovnicu s krokom T rovným perióde vzorkova-
nia diskrétneho systému 

)(1)1( k
T
Tk σσ
σ
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−=+                                       (12) 

Z diferenčnej rovnice (11) vplýva, že pre 
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σTT <                    (13) 

a ľubovoľný počiatočný stav σ(0) vzdialenosť σ(t) od 
hyperroviny (9) sa bude po exponenciále blížiť k nule. To 
znamená, že stav systému sa asymptoticky blíži 
k hyperrovine opísanej rovnicou (9). Z toho ďalej vyplýva, 
že ak je počiatočný stav systému na asymptotickej hyper-
rovine, potom aj celá trajektória riešenia homogénnej 
diferenciálnej rovnice systému (10) leží na tejto hyperro-
vine. 

V špeciálnom  prípade, ak 

σTT =       (14) 

riadený objekt prejde z ľubovoľného počiatočného stavu 
na asymptotickú hyperrovinu za jeden takt. V praktických 
aplikáciách, keď perióda vzorkovania T je veľmi malá 
a časovú konštantu Tσ nie je vhodne voliť príliš malú, 
tento špecifický prípad nemá význam. 

Voľbou časovej konštanty Tσ pre danú periódu vzorkova-
nia T určujeme rýchlosť približovania sa stavu systému 
k asymptotickej hyperrovine. Voľbou parametrov q0, 
q1,...,qn-2 určíme želaný charakter procesov na asympto-
tickej hyperovine, ktorý zodpovedá riešeniu diferenciálnej 
rovnice (10).  

Požadované parametre Tσ a q0, q1,...,qn-2 zabezpečíme 
v systéme stavového riadenia koeficientmi kic . Pre ich 
výpočet upravíme rovnicu (7) do tvaru 

0´...1 0
0

1)1(
2

)( =+⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+++⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
++ −

− x
T
q

xq
T
q

xq
T

x n
n

n

σσσ

(15) 

Porovnaním koeficientov v diferenciálnych rovniciach (5) 
a (15) dostaneme vzťahy pre výpočet konštantných pa-
rametrov kic: 
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2. Časovo optimálne riadenie systému 
s premenlivou štruktúrou 

Predpokladáme, že konštantné zložky koeficientov ria-
diaceho systému kic sú navrhnuté tak, aby charakteristic-
ká rovnica k diferenciálnej rovnici (5) mala reálny záporný 
koreň. Použitím vzťahov (4) a (9) upravíme diferenciálnu 
rovnicu (6) do tvaru 
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                                  (17) 

Z rovnice (17) pre σ≠0 vyplýva podmienka kĺzavého re-
žimu a dosiahnuteľnosti  asymptotickej hyperoviny : 
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                 (18) 

Z rovnice (18) vyplývajú pre variabilné zložky parametrov 
riadiaceho systému podmienky časovo optimálneho pro-
cesu: 

)(max i
ivk

xbk
iv

σ  pre  i=0,1,…,n-1              (19) 

Pre b>0 z podmienky (19) a pre rozsah zmien paramet-
rov kiv vyjadrený vzťahom (3), vyplýva algoritmus zmeny 
variabilných zložiek parametrov riadiaceho systému, ktorý 
zabezpečí časovo optimálny prechod systému 
z ľubovoľného stavu na asymptotickú hyperrovinu 

)(minmax)( .
2

)( iiii
iAiv signxsign

kk
xsignkk σσ

−
==

pre  i=0,1,…,n-1                                                           (20) 

3. Realizácia diskrétneho systému  
riadenia s premenlivou štruktúrou  

Výsledný algoritmus výpočtu akčnej veličiny u vzniká 
paralelným spojením, teda sčítaním výstupov algoritmov  
systému stavového riadenia s konštantnými koeficientmi 
kic a  systému s premenlivými parametrami kiv  
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Vzťah (21) bol odvodený pre referenčnú hodnotu w=0. 
V tomto prípade  veličina σ sa počíta podľa vzťahu (9). 
Pre referenčnú veličinu w=const≠0 vzťah (21) upravíme 
do tvaru 
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kde odchýlka od hyperroviny σ sa počíta podľa vzťahu 

)1(
110 ´)( −+++−= n

n-  xq...xqwxqσ                   (23) 

Algoritmus výpočtu akčnej veličiny vyjadrený vzťahmi 
(22) a (23) môžeme napísať vo vektorovej forme v tvare 

( ) ( )( )xwqxkxwk −+−= T
abs

T
A

T
c signu  (24) 

kde vektor referenčných hodnôt w je 

[ ]Tw 0...0=w  

a vektor  absolútnych hodnôt stavových veličín xabs je 

[ ]Tnabs xxxw ...21−=x  

Algoritmus riadenia systému s premenlivou štruktúrou bol 
odvodený pre spojité procesy. Riadiaci systém neobsahu-
je zotrvačné členy a v algoritme sú použité len operácie 
násobenia vstupných signálov riadiaceho systému, preto 
ho možno použiť aj pre diskrétne riadenie. Pri použití 
tvarovacieho člena nultého rádu akčná veličina sa udržu-
je na konštantnej vypočítanej hodnote počas celého taktu 
riadenia. To čiastočne ovplyvňuje optimálnosť procesov, 
lebo prepínanie hodnôt parametrov nenastáva presne 
vtedy, keď je to potrebné, t.j. v priebehu aktuálneho taktu, 
ale až na začiatku následného taktu. Pri malej perióde 
vzorkovania v porovnaní so zotrvačnosťou procesov 
v riadenom objekte tieto odchýlky môžu byť zanedbateľ-
né. 

Väčšie problémy môžu nastať v okolí hyperroviny prepí-
nania parametrov. Prechodom stavu riadeného objektu 
z jednej strany prepínacej roviny na druhú v diskrétnom 
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systéme vznikajú oscilácie s periódou vzorkovania T. Ak 
je stav systému vzdialený od rovnovážneho, budú zmeny 
akčnej veličiny pomerne veľké. 

Problém oscilácií možno riešiť odstránením kĺzavého 
režimu a to tak, že okolo asymptotickej hyperroviny vytvo-
ríme sektor, v ktorom sa bude uplatňovať len stavové 
riadenie s konštantnými parametrami. Podobný prístup 
bol použitý v práci [4].  

Pre elimináciu oscilácií okolo asymptotickej hyperroviny 
použijeme iný spôsob. Navrhneme taký algoritmus riade-
nia zmeny parametrov kiv, pri ktorom sa využíva predikcia 
stavu. K aktuálnemu stavu vyjadrenému vektorom stavo-
vých veličín x(k) a pre aktuálnu hodnotu akčnej veličiny 
u(k) v k-tom takte bude počítaná predikcia stavu v takte 
k+1 podľa Eulerovej približnej metódy numerického rie-
šenia diferenciálnych rovníc  
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   (25) 

Hodnota veličiny u(k) použitá vo vzťahoch (25) sa počíta 
podľa vzťahov (22) a (23), resp. vzťahu (24). 

Vychádzajúc zo vzťahu (23) odchýlka aktuálneho stavu 
objektu od asymptotickej hyperroviny sa počíta podľa 
vzťahu  

))(()( kk T xwq −=σ     (26) 

a  predikcia odchýlky v takte k+1 podľa vzťahu 

))1(()1( +−=+ kk T xwqσ               ..(27) 

Pre elimináciu kĺzavého režimu upravíme algoritmus 
výpočtu akčnej veličiny (24) tak, že namiesto člena  

( )( )xwq −Tsign  

dosadíme trojhodnotovú premennú veličinu 

( ))1()(5.0 ++= ksignksignz σσ   (28) 

Nový algoritmus bude opísaný vzťahom 

( ) )(.)()( kzkku abs
T
A

T
c xkxwk +−=   (29) 

Ak stav systému v takte k a stav vypočítaný predikciou 
pre takt k+1 sa nachádza na tej istej strane asymptotickej 
hyperoviny, teda ak  

)1()( += ksignksign σσ  

hodnota premennej bude z=1 alebo z=-1.  

Ak stav systému v takte k a stav vypočítaný predikciou 
pre takt k+1 sú na rôznych stranách asymptotickej hyper-
oviny, teda ak  

)1()( +≠ ksignksign σσ  

hodnota premennej bude z=0. 

Pri riadení podľa takto upraveného algoritmu na hyperro-
vine nevzniká kĺzavý režim. Ak by podľa algoritmu riade-
nia s premenlivou štruktúrou počas príslušného taktu mal 
systém prejsť na druhú stranu hyperroviny, zložka akčnej 
veličiny spôsobená meniacimi sa zložkami parametrov  
kiv bude v tomto takte vypnutá. Uplatňuje sa len stavové 
riadenie s konštantnými parametrami. Trajektória systé-

mu v stavovom priestore sa asymptotický blíži k asympto-
tickej hyperrovine. Vzdialenosť od asymptotickej hyperro-
viny, pri ktorej dochádza k zmene algoritmu riadenia len 
na stavové riadenie s konštantnými parametrami je v 
každom prípade iná, vždy je však minimálna. To je výho-
da oproti systému, v ktorom pásmo stavového riadenia 
s konštantnými zložkami parametrov je dopredu pevne 
vymedzené. Hranice pevne vymedzeného pásma by sa 
museli dopredu počítať pre najnepriaznivejšie možné 
stavy.  

Schéma diskrétneho systému riadenia s premenlivou 
štruktúrou s využitím predikcie stavu je na obr. 2. 

 
Obr.2 Diskrétny systém riadenia s premenlivou štruk-
túrou a predikciou stavu 
Fig. 2 Discrete variable structure control system with 
state prediction 

 

Pre ilustráciu opísaného spôsobu návrhu diskrétneho 
systému s premenlivou štruktúrou a demonštráciu jeho 
uvedieme príklad riadenia servomechnizmu, ktorý je 
opísaný diferenciálnou rovnicou tretieho tvaru 

buxaxaxax =+++ 012 ´´´´´´  

pre hodnoty parametrov 

a2=10;   a1=25;     a0=0;      b=50; 

Pre návrh stavového riadenia metódou asymptotickej 
hyperroviny zvolíme časovú konštantu 

Tσ =0.1 s 

Perióda vzorkovania je  

T=0.01 s 

Koeficienty rovnice asymptotickej hyperroviny vypočítame 
podľa požiadaviek na kvalitu procesov na asymptotickej 
hyperrovine. Použili sme štandardný tvar charakteristickej 
rovnice pre aperiodický proces 

s2+2Ωs+Ω2=0 

Vlastnú frekvenciu systému volíme s ohľadom na fyzikál-
ne obmedzenia a praktické požiadavky na dynamiku 
systému 

Ω=10 

Pre zvolenú hodnotu budú koeficienty rovnice asympto-
tickej hyperroviny: 
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q0 =Ω2=100;  q1=2Ω=20;    q2=1;    

Podľa vzťahov (15) vypočítame konštantné parametre 
stavového riadenia LTI systému: 

k0c=(q0/Tσ-a0)/b = 20 

k1c=(q1/Tσ+q0-a1)/b = 5.5 

k2c=(q2/T+q1-a2)/b = 0.40 

Rozsah zmien variabilných zložiek koeficientov stavové-
ho riadenia zvolíme tak, aby pri rozbehoch servomecha-
nizmu systém nebol tlmený, preto zvolíme   

k0A=0  

k1A=a1/b+k1c=6  

k2A=a2/b+k2c=0.6 

Simulačný model diskrétneho systému riadenia s pre-
menlivou štruktúrou a predikciou  je na obr. 3. 
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Obr. 3 Simulačný model diskrétneho systému riadenia s premenlivou štruktúrou a predikciou 
Fig. 3 Simulation model diskrete variable structure control system with prediction 

 

Výsledky simulácie sú zobrazene grafmi na obr. 4. pre 
hodnotu referenčnej veličiny w=1 a počiatočný nulový 
stav.  

Na hornom obrázku sú časové priebehy výstupnej veliči-
ny x a to:  

1 - pre stavové riadenie s konštantnými parametrami, 

2 – pre systém riadenia s variabilnou štruktúrou a kĺza-
vým režimom bez predikcie, 

3- pre systém riadenia s variabilnou štruktúrou a predik-
ciou stavu. 

Na strednom obrázku sú časové priebehy skutočnej 
odchýlky od asymptotickej hyperroviny σ, pre tie isté tri 
varianty systémov riadenia.  

Na spodnom obrázku sú časové priebehy vzorkovanej 
(stupňovej) odchýlky od asymptotickej hyperroviny  σ(k), 
ktorej hodnota sa mení v taktoch riadenia k. 

Výsledky ukazujú, že časové priebehy výstupnej veličiny 
x pri použití systému riadenia s premenlivou štruktúrou 
bez predikcie a s predikciou sú takmer zhodné a sú lep-
šie, ako v systéme stavového riadenia s konštantnými 
parametrami. V systéme riadenia s premenlivou štruktú-
rou bez predikcie nastáva však kĺzavý režim a okolo 
hyperroviny prepnutia vznikajú oscilácie. V systéme ria-
denia s premenlivou štruktúrou a predikciou dochádza 
v blízkosti hyperroviny prepnutia v predstihu k vypínaniu 
signálu od subsystému s variabilnými parametrami 
a ďalej sa uplatní len stavové riadenie s konštantnými 
parametrami. Tým sú odstránené oscilácie okolo hyper-
roviny prepnutia. 

Simulačný experiment potvrdil funkčnosť navrhovanej 
koncepcie diskrétneho riadenia s premenlivou štruktúrou. 
Navrhnutý algoritmus však predpokladá existenciu asym-
ptotickej hyperroviny v stavovom priestore.  
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Obr. 4  Časové priebehy výstupnej veličiny x a odchýlky od hyperroviny σ 
Fig. 4  Time response of output variable x and error from hypperplane σ 

Záver 

Skúmanie vlastností  lineárnych systémov stavového 
riadenia, ktoré sú navrhované tak, aby v ich stavovom 
priestore existovala asymptotická hyperrovina ukázalo 
rád možnosti ich kombinácie so systémami s premenlivou 
štruktúrou. Možno ich použiť ako základ robustného sys-
tému s premenlivou štruktúrou, v ktorom dochádza ku 
kĺzavému režimu. Umožňujú však tvoriť aj štruktúry, v 
ktorých nevzniká kĺzavý režim a tým eliminovať nežiadu-
ce oscilácie na hyperrovine prepínania štruktúry. 

Pre vylúčenie kĺzavého režimu a oscilácií v diskrétnom 
systéme riadenia s premenlivou štruktúrou sa okolo 
asymptotickej hyperroviny vymedzuje pásmo, najlepšie 
v tvare sektora, v ktorom sa riadenie s premenlivou štruk-
túrou vypína a zostáva len stavové riadenie 
s konštantnými parametrami. Oblasť stavového riadenia 
s konštantnými parametrami možno minimalizovať použi-
tím navrhnutého algoritmu s premenlivou štruktúrou 
a predikciou stavu o jeden takt diskrétneho riadenia do-
predu.   
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Abstract  

This paper deals about properties and design of the dis-
crete variable structure control systems. Object of control 
is linear time invariant system. The control algorithm is 
combination of discrete state-space control with constant 
parameters and time optimal control with variable struc-
ture. By design is used asymptotic hyper-plane method. 
According this method is designed state-space control 
system with constant parameters so that in state-space 
exists like this hyper-plane towards who’s asymptotic 
converge trajectories of the controlled object. Asymptotic 
hyper-plane is switching plane of parameters of control 
system with variable structure. For elimination of oscilla-
tions on the asymptotic hyper-plane is used predictive 
control of system structure according to information about 
actual and expectant possible state of controlled object.  
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Systém riadenia s premenlivou 
štruktúrou bez kĺzavého režimu 

Michal Boršč, Branislav Thurský, Jaroslav Hricko  

Abstrakt  
V článku je opísaný návrh systému stavového riadenia s premenlivou štruktúrou 
metódou asymptotickej hyperroviny. Riadiaci systém je reprezentovaný paralelným 
spojením dvoch systémov. Prvý je systém riadenia s konštantnými parametrami. 
Navrhuje sa tak, aby v stavovom priestore existovala asymptotická hyperrovina, ku 
ktorej sa zbiehajú trajektórie prechodných procesov, a aby procesy na asymptotickej 
hyperrovine mali želanú kvalitu. Druhý je systém riadenia s premenlivou štruktúrou, 
ktorý je transformovaný na tzv. kvázi reléový. Navrhuje sa tak, aby prechod systému 
z ľubovoľného stavu na asymptotickú hyperrovinu bol časovo optimálny 
a zabezpečoval na nej kĺzavý režim.  Systém riadenia, je ďalej upravený tak, aby bol 
odstránený kĺzavý režim a aby sa pritom kvalita procesov podstatne nezhoršila. 

Kľúčové slová: stavové riadenie, systém s premenlivou štruktúrou, kĺzavý režim, 
časovo optimálne riadenie.  

 
Úvod  

Systémom riadenia s premenlivou štruktúrou nazývame taký 
systém riadenia, v ktorom sa algoritmus riadenia, alebo 
parametre algoritmu riadenia menia, spravidla skokom, 
v závislosti od okamžitého dynamického stavu riadeného 
objektu [5]. V systémoch riadenia s premenlivou štruktúrou 
možno dosiahnuť väčšiu robustnosť a variabilitu dynamiky 
procesov než v lineárnych systémoch riadenia 
s konštantnými parametrami. Výskum systémov 
s premenlivou štruktúrou sa sústreďuje hlavne na zabezpe-
čenie tzv. kĺzavého režimu a kvality procesov v kĺzavom 
režime. V kĺzavom režime sú procesy invariantné voči zme-
nám parametrov riadeného objektu.  Niektoré práce sa 
venujú optimalizácií procesov v kĺzavom režime, napr. [6], 
[7]. Pri praktickej realizácií systémov riadenia s premenlivou 
štruktúrou, v dôsledku nepredvídaných zmien parametrov 
riadeného objektu môže kĺzavý režim prechádzať do nežia-
ducich nízkofrekvenčných autooscilácií. Problematike od-
straňovania takých autooscilácií  je venovaná práca [4]. 
Mennej prác sa venuje využitiu variability dynamiky proce-
sov, to znamená využitiu zmeny parametrov na zmenu 
charakteru a kvality procesov v závislosti od dynamického 
stavu riadeného objektu.  Napríklad v práci [3] je použité 
premenlivé tlmenie  na zlepšenie dynamických vlastností 
semi-aktívneho pruženia vozidla.  Algoritmom riadenia 
s premenlivou štruktúrou navrhnutým v  práci [2] sa zabez-
pečujú časovo optimálne procesy mimo oblasti kĺzavého 
režimu a aperiodické procesy v kĺzavom režime, t. j. 
v stavovom priestore na hyperrovine prepínania štruktúry 
riadiaceho systému. 

Pri riadení objektov, ktorých parametre sa praktický neme-
nia, napríklad elektromechanických systémov, nestojí 
v popredí úloha zabezpečiť robustnosť systému, ale zabez-
pečiť kvalitu dynamických procesov. V lineárnych systé-
moch s konštantnými parametrami sú procesy rovnako 
tlmené v každom dynamickom stave. Analýza procesov 
v stavovom priestore však ukazuje, že to nie je potrebné. 
Pre stabilizáciu procesov stačí, ak sú procesy tlmené len v 
určitých oblastiach stavového priestoru, najmä v okolí rov-
novážneho stavu. Takto možno prechodné procesy stabili-

zácie zrýchliť. Na druhej strane ukazuje sa možnosť pre-
chodné procesy v okolí rovnovážneho stavu viac zatlmiť. 
Tým sa proces ustaľovania systému v tejto fáze predlží, ale 
zvýši sa aj robustnosť systému. Ak sú procesy zatlmené len 
v určitej oblasti, neovplyvni to charakter prechodného pro-
cesu  v ostatných fázach a stavoch.  

V tomto príspevku opisujeme metódu návrhu systému sta-
vového riadenia s premenlivou štruktúrou pre lineárne ob-
jekty s konštantnými parametrami a skokové zmeny želanej 
hodnoty riadenej veličiny. Pre daný objekt vymedzíme 
v stavovom priestore oblasť stabilizácie procesov. Hodnoty 
premenlivých parametrov riadiaceho systému v oblasti sta-
bilizácie majú zabezpečiť želanú dynamiku procesu stabili-
zácie podľa nejakého kritéria kvality prechodných procesov.  
Mimo oblasti stabilizácie systém riadenia má meniť para-
metre tak, aby riadený objekt vždy prešiel do oblasti stabili-
zácie za minimálny čas, teda aby procesy z hľadiska zmeny 
parametrov boli časovo optimálne. Obmedzenia na akčné 
veličiny pre zjednodušenie výkladu nebudeme uvažovať. 
Riadiaci systém má zároveň zabezpečiť, aby riadený objekt 
po dosiahnutí oblasti stabilizácie sa ďalej pohyboval už len 
v tejto oblasti, a to bez kĺzavého režimu. 

1. Návrh stavového riadenia lineárneho  
systému s konštantnými parametrami  
metódou asymptotickej hyperroviny 

Teoretickým východiskom syntézy systému riadenia 
s premenlivou štruktúrou bude metóda asymptotickej hyper-
roviny [1], vypracovaná v rámci riešenia projektu VEGA 
1/4056/07 - Analýza a syntéza mechatronických systémov. 
Táto práca nadväzuje tiež na publikáciu [2], ktorá sa zaobe-
rá časovo optimálnym riadením systémov s premenlivou 
štruktúrou.  V práci [1] bol riešený problém zabezpečenia 
robustnosti systému riadenia s premenlivou štruktúrou 
v kĺzavom režime pri meniacich sa parametroch riadeného 
objektu v známom rozsahu. V tomto príspevku aplikujeme 
metódu na syntézu systému riadenia s premenlivou štruktú-
rou bez kĺzavého režimu. 
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Obr.1 Systém stavového riadenia s premenlivou 
            štrukturou 
Fig. 1 Variable structure state-space control system 

 

Pri analýze a syntéze systému stavového riadenia 
s premenlivou štruktúrou vychádzame z kanonického tvaru 
matematického modelu, zobrazeného na obr. 1.  Stavovými 
veličinami riadeného objektu sú: výstupná veličina x a jej n-1 
derivácií podľa času, t. j. x, x´, x´´,...,x(n-1). Vstupnou veliči-
nou riadeného objektu je akčná veličina u. Veličina w je 
vstupnou referenčnou veličinou celého systému riadenia.  
Veličiny b, a0, a1,..., an-1 sú parametrami lineárneho modelu 
riadeného objektu. Veličiny k0, k1,..., kn-1 sú parametrami 
riadiaceho systému. Parametre riadiaceho systému sa budú 
meniť v závislosti od dynamického stavu riadeného objektu. 
Úlohou je navrhnúť algoritmus riadenia objektu zmenou 
parametrov riadiaceho systému ki s cieľom zabezpečiť vyš-
šiu kvalitu prechodných procesov, než akú je možno do-
siahnuť v systémoch stavového riadenia s konštantnými 
parametrami.  

Uvažovaný rozsah zmien parametrov riadiaceho systému je 

ki min ≤ ki ≤ ki max;           i=0,1,...,n-1                                (1) 

Variabilné parametre riadiaceho systému vyjadríme ako 
súčet konštantnej a variabilnej zložky 

ki=kic+kiv                                                                            (2) 

Hodnoty konštantných zložiek zvolíme rovné stredným hod-
notám z rozsahu zmien parametrov 

2
minmax ii

ic
kkk +

=                                                          (3) 

V takom prípade variabilné zložky vyhovujú nerovniciam 

iA
ii

iv kkkk =
−

≤
2

minmax                                              (4) 

To znamená, že rozsah ich zmien je symetrický k nulovej 
hodnote 

iAiviA kkk ≤≤−                                                               (5) 

Pre zjednodušenie výkladu budeme skúmať dynamiku sys-
tému stavového riadenia pre w=0, to znamená pre rovno-
vážny stav v počiatku stavového priestoru. Systém stavové-
ho riadenia s premenlivou štruktúrou znázornený na obr.1 
v tomto prípade môžeme opísať homogénnou diferenciál-
nou rovnicou 

x(n)+(an-1+bkn-1)x(n-1)+...+(a1+bk1)x´+(a0+bk0)x=0          (6) 

Po oddelení členov s konštantnými a variabilnými zložkami 
parametrov homogénna diferenciálna rovnica systému (6) 
bude mať tvar 
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V prípade systému stavového riadenia len s konštantnými 
parametrami riadiaceho systému rovnica (7) bude mať tvar 

( ) 0)(
1

0

)( =++∑
−

=

i
n

i
ici

n xbkax          (8) 

Skúmajme vlastnosti špecifického prípadu systému stavo-
vého riadenia s konštantnými koeficientmi, keď charakteris-
tická rovnica k diferenciálnej rovnici (7) má aspoň jeden 
reálny záporný koreň λ<0. Reálnemu zápornému koreňu 
zodpovedá časová konštanta T=-1/λ. Diferenciálnu rovnicu 
(8) v takom prípade môžeme napísať v tvare: 
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Rovnica (10) pre σ(t)=0 v uvažovanom kanonickom stavo-
vom priestore opisuje hyperrovinu prechádzajúcu počiatkom 
stavového priestoru. Zodpovedá jej diferenciálna rovnica 
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Z rovníc (9) a (10) vyplýva vzťah 

0)(1)(
=+ t

Tdt
td σσ

       (12) 

Veličina σ (t) vyjadruje odchýlku od hyperroviny. 

Rovnicu (12) vynásobíme veličinou σ(t)≠0 a upravíme do 
tvaru: 

0)(1)()( 2 <−= t
Tdt

tdt σ
σ

σ        (13) 

Zo vzťahu (13) vyplýva, že pre ľubovoľný počiatočný stav 
odchýlka σ(t) sa monotónne blíži k nulovej hodnote.  To 
znamená, že stav systému sa asymptoticky blíži 
k hyperrovine opísanej rovnicou (11). Z toho ďalej vyplýva, 
že ak je počiatočný stav systému na asymptotickej hyperro-
vine, potom aj celá trajektória riešenia homogénnej diferen-
ciálnej rovnice systému (11) leží na tejto hyperrovine.  

Časovú konštantu T a parametre asymptotickej hyperoviny 
q0, q1,...,qn-2 vo vzťahoch (9) môžeme voliť ľubovoľne. Voľ-
bou parametrov q0, q1,...,qn-2 určíme želaný charakter proce-
sov na asymptotickej hyperovine. Voľbou časovej konštanty 
T určíme želanú rýchlosť konvergencie systému 
k asymptotickej hyperrovine. Kritérium kvality prechodných 
procesov systému stavového riadenia n-tého rádu bude 
teraz vyjadrené dvoma nezávislými kritériami: kritériom 
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kvality procesov na asymptotickej hyperrovine a rýchlosťou 
konvergencie procesov k  asymptotickej hyperrovine 
v stavovom priestore. Kvalitu procesov danú voľbou časovej 
konštanty T a parametrov asymptotickej hyperoviny q0, 
q1,...,qn-2 zabezpečíme konštantnými parametrami spätných 
väzieb od stavových veličín k0c, k1c,..., k(n-1)c. 

Rovnicu (9) upravíme do tvaru: 
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Porovnaním koeficientov v diferenciálnych rovniciach (8) a 
(14) dostaneme vzťahy pre výpočet konštantných paramet-
rov kic: 
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Tým vzniklá nová metóda syntézy stavového riadenia line-
árneho systému s konštantnými parametrami.  

2. Časovo optimálne riadenie systému 
s premenlivou štruktúrou 

Stavové riadenie s konštantnými parametrami riadiaceho 
systému kic sa vyznačuje nedostatkami typickými pre časo-
vo invariantné lineárne systémy riadenia. V každom dyna-
mickom stave je systém rovnako tlmený. Väčšiu variabilitu 
dynamiky dosiahneme v systémoch stavového riadenia 
s premenlivou štruktúrou.  

Budeme hľadať taký algoritmus zmeny variabilných zložiek 
parametrov riadiaceho systému kiv, ktorý zabezpečí časovo 
optimálne procesy. Formulácia úlohy časovo optimálneho 
riadenia lineárneho systému zmenou parametrov s cieľovým 
stavom v rovnovážnom stave nie je korektná. Spojitý lineár-
ny systém, riadený zmenou parametrov, teoreticky nemôže 
prejsť do rovnovážneho stavu za konečný čas. Budeme 
preto riešiť inú úlohu, a to previesť riadený objekt za mini-
málny čas z ľubovoľného stavu na hyperrovinu v stavovom 
priestore, ktorá obsahuje rovnovážny stav.  Ako cieľovú 
hyperrovinu zvolíme asymptotickú hyperrovinu opísanú 
vzťahom (11).  

Predpokladáme, že konštantné zložky koeficientov riadiace-
ho systému kic sú navrhnuté tak, aby charakteristická rovni-
ca (7) mala reálny záporný koreň. Variabilné  zložky koefi-
cientov riadiaceho systému kiv sa budú meniť v rozsahu 
vyjadrenom vzťahom (4), resp. (5). Za týchto predpokladov 
a s použitím vzťahov (8) a (9) upravíme diferenciálnu rovni-
cu (6) do tvaru 

)1(

1

1 −

=
∑−−= i

n

i
iv xbk

Tdt
d σσ                                        (16) 

Z rovnice (16) pre σ≠0 vyplýva podmienka kĺzavého režimu 
a dosiahnuteľnosti  asymptotickej hyperoviny  

01 )1(

1

2 <−−= −

=
∑ i

n

i
iv xbk

Tdt
d σσσσ                         (17) 

Diferenciálna rovnica (16) pri splnení podmienky (17) opisu-
je prechodný proces systému končiaci v stavovom priestore 
na asymptotickej hyperovine. Keďže ide o sústavu len prvé-

ho rádu, pre časovo optimálny proces je potrebné zabezpe-
čiť zmenou variabilných zložiek parametrov kiv maximálnu 
rýchlosť približovania sa stavu systému k hyprerovine. 
Z rovnice (17) vyplývajú pre variabilné zložky parametrov 
riadiaceho systému nasledovné podmienky časovo optimál-
neho procesu 

)(max i
ivk

xbk
iv

σ  pre  i=0,1,…,n-1                (18) 

Pre b>0 z podmienky (18) pre rozsah zmien parametrov 
vyjadrený vzťahom (4), vyplýva algoritmus zmeny variabil-
ných zložiek parametrov riadiaceho systému, ktorý zabez-
pečí časovo optimálny prechod systému z ľubovoľného 
stavu na asymptotickú hyperrovinu 

)(minmax)( .
2

)( iiii
iAiv signxsign

kk
xsignkk σσ

−
==  

pre  i=0,1,…,n-1                                                               (19) 

Zo vzťahov (18) a (19) vyplýva, že čím je väčší rozsah 
zmien variabilnej zložky parametrov spätných väzieb vyjad-
rený hodnotami veličín kiA, tým rýchlejšie systém prejde na 
asymptotickú hyperrovinu. Algoritmus (19) zároveň zabez-
pečuje existenciu kĺzavého režimu na asymptotickej hyper-
rovine. Poznamenáme, že zväčšovaním hodnôt veličín kiA 
zvyšuje sa rozsah možných zmien parametrov riadeného 
objektu, voči ktorým bude systém invariantný.  

3. Realizácia stavového riadenia 
s premenlivou štruktúrou kvázi reléovým 
riadiacim systémom bez kĺzavého režimu 

Systém riadenia s premenlivou štruktúrou podľa navrhnuté-
ho algoritmu môže byť realizovaný dvoma spôsobmi. Pri 
prvom spôsobe koeficienty spätných väzieb od stavových 
veličín ki budú nadobúdať svoje hraničné hodnoty dané 
vzťahom (1). Parametre ki, sa menia jednotlivo, ak sa mení 
znamienko príslušnej stavovej veličiny. Ak systém 
v stavovom priestore prechádza cez asymptotickú hyperro-
vinu,  mení sa znamienko premennej σ. Vtedy sa menia 
súčasne hodnoty všetkých koeficientov ki.   

Výhodnejší je druhý spôsob, ktorý spočíva v rozčlenení 
riadiaceho systému na dva paralelné systémy: systém sta-
vového riadenia s konštantnými koeficientmi kic a riadiaci 
systém s premenlivými parametrami kiv , ktoré sa menia 
podľa algoritmu (19). V tomto prípade akčná veličina bude 
počítaná podľa vzťahu: 
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   (20) 

Vo vzťahu (20) prvý člen reprezentuje stavové riadenie 
s konštantnými parametrami a druhý riadiaci systém 
s premenlivými parametrami. Riadiaci systém s premenli-
vými parametrami v tomto prípade bol transformovaný do 
tzv. kvázi reléového systému - reléového systému 
s premenlivou saturáciou výstupného signálu.     

Vzťah (20) bol odvodený pre referenčnú hodnotu w=0. 
V tomto prípade  veličina σ sa počíta podia vzťahu (9). Pre 
referenčnú veličinu w=const≠0 vzťah (20) upravíme do tvaru 
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kde odchýlka od hyperroviny σ sa počíta podľa vzťahu 

)1(
110 ´)( −+++−= n

n-  xq...xqwxqσ                    (22) 

Systém stavového riadenia s konštantnými parametrami 
sám o sebe zabezpečuje procesy asymptoticky sa blížiace 
v stavovom priestore k asymptotickej hyperrovine. Druhý 
riadiaci systém, ktorý zabezpečuje časovo optimálne proce-
sy prechodu z ľubovoľného stavu na asymptotickú hypero-
vinu a realizuje na nej kĺzavý režim, je kvázi reléový.  
V takejto kombinácií dvoch paralelných riadiacich systémov 
veľmi jednoduchou úpravou možno odstrániť kĺzavý režim. 
Stačí okolo asymptotickej hyperoviny vymedziť úzke pásmo, 
v ktorom druhá časť algoritmu, t. j. algoritmus s premenlivou 
štruktúrou sa nebude uplatňovať.   

Úprava spočíva v náhrade ideálneho reléového člena trojpo-
lohovým reléovým členom s pásmom necitlivosti. Trajektórie 
prechodných procesov v stavovom priestore, pre systém 
druhého rádu v stavovej (fázovej) rovine, sú znázornené na 
obr. 2.    

 
Obr.2 Trajektórie systémov stavového riadenia  
s konštantnými parametrami a s premenlivou  
štruktúrou 
Fig. 2 State-space control systems trajectories  
with constant parameters and with variable structure 

Asymtotická hyprerovina zodpovedá hodnote veličiny  σ=0. 
Pásmo okolo asymtotickej hyperroviny, v ktorom sa uplatňu-
je len stavové riadenie s konštantnými parametrami, je vy-
medzené hyperrovinami   σ=-d a σ=+d. Hodnotou veličiny d 
je určená šírka pásma na jednu  i druhu stranu od hyperovi-
ny. Krivky s označením a sú trajektórie systému stavového 
riadenia len s konštantnými parametrami a krivka 
s označením b je trajektória  systému stavového riadenia 
zloženého zo systému s konštantnými a variabilnými para-
metrami. Krivka ABO je trajektória systému, v ktorom sa 
kombinuje stavové riadenie s premenlivou štruktúrou na 
úseku AB a stavové riadenie s konštantnými parametrami 
na úseku AO vo vymedzenom pásme okolo asymptotickej 
hyperoviny.  Z obrázku je zrejme, že na úseku AB pri časo-
vo optimálnom riadení premenlivých parametrov dochádza 
k zrýchleniu prechodného procesu v porovnaní s procesom 
pri stavovom riadení s konštantnými parametrami. Ak pás-
mo stavového riadenia s konštantnými parametrami nie je 
vymedzené (d=0), v takom prípade úsek trajektórie AB sa 
predlžuje až po bod C,  kde nastáva kĺzavý režim. Ďalší 
pohyb v kĺzavom režime je po asymptotickej hyperrovine. 

4. Príklad návrhu riadenia polohového  
servomechanizmu s pružným členom 

Navrhneme riadenie polohového servomechanizmu 
s pružným členom – pružnou spojkou (Obr.3).  Pohon ser-
vomechanizmu sa skladá z elektromotora s riadeným polo-
vodičovým meničom energie MM, pružnej spojky S, prevo-
dovky R  a poháňaného telesa Z.  

Metódu syntézy systému riadenia s premenlivou štruktúrou 
budeme ilustrovať na zjednodušenom modeli riadeného 
objektu. Budeme uvažovať dynamickú záťaž, vyjadrenú 
momentom zotrvačnosti motora Jm a momentu zotrvačnosti 
poháňaného telesa Jz . Statickú záťaž, moment zotrvačnosti 
prevodovky a tlmenie pružného člena zanedbáme. Akčný 
člen, t.j. menič s motorom budeme považovať za bezzotr-
vačný generátora hnacieho momentu Mm. 

 

 

 

 

 
Obr. 3 Pohon s pružnou spojkou 
Fig. 3 Drive with elactic coupling 
 

Zostavíme matematický model riadeného objektu a upraví-
me ho do tvaru vhodného pre syntézu systému radenia 
s premenlivou štruktúrou navrhovanou metódou.  

Pohybové rovnice mechanickej časti pohonu sú 

 smm MM
dt

dJ −=1ω                                                  (23) 

sz M
dt

dJ =2ω
                                                              (24) 

kde 
ω1 je uhlová rýchlosť motora, 
ω2 – uhlová rýchlosť poháňaného telesa, 
Mm – hnací moment motora, 
Ms – moment pôsobiaci na spojke 
Jm -  moment zotrvačnosti motora 
Jz – moment zotrvačností poháňaného telesa 

Pre uhlové rýchlosti motora a poháňaného telesa a uhly 
potočenia motora φ1 a poháňaného telesa φ2 platia vzťahy 

1
1 ω

ϕ
=

dt
d

                                                                       (25) 

2
2 ω

ϕ
=

dt
d

                                                                     (26) 

Moment motora vyjadríme vzťahom 

uKM mm =                                                               (27) 

kde  
Km je konštanta meniča a motora ako bezzotrvačného gene-
rátora momentu, 
u – vstupná riadiaca veličina meniča. 

Moment na spojke v závislosti od pootočenia hriadeľa moto-
ra a vstupného hriadeľa prevodovky vyjadríme vzťahom 

)( 21 ϕϕ icM s −=                                                        (28) 

MM R Z

Jm ω1 Mm ϕ1 Ms 

-Ms 

ϕ2 ω2 
Jz i c 

u 
S
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kde 
Ms je moment pôsobiaci na spojke, 
c – konštanta pružnosti spojky, 
i – prevodové číslo prevodovky. 

Z rovníc (23) ÷ (28) môžeme odvodiť jednu diferenciálnu 
rovnicu, ktorou opíšeme celý objekt riadenia v tvare 

u
JJ

cK
dt

d
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dt
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2
2
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4 1 ϕϕ
                (29) 

Parametre objektu riadenia sú: 

Jm = 0.002 kgm2  

Jz = 0.2 kgm2  

c=200 Nm/rad 

i =10  

Km=2.5 Nm/V 

Koeficienty diferenciálnej rovnice (30) budú: 

a4=1 

a3=a1=a0=0  

a2=c*(1/Jm+i/Jz)=11000 

b=c*Km/(Jm*Jz)=12500 

Takto zjednodušený idealizovaný model riadeného objektu 
predstavuje sériové spojenie netlmeného kmitavého člena 
2. rádu a dvoch integračných, teda astatických členov. Do-
siahnuť dobrú kvalitu jeho riadenia štandardnými PID regu-
látormi je problematické. Vhodná je štruktúra stavového 
riadenia. Pre návrh stavového riadenia metódou asympto-
tickej hyperroviny zvolíme časovú konštantu 

 

T=0.05 s 
 
Koeficienty rovnice asymptotickej hyperroviny vypočítame 
podľa požiadaviek na kvalitu procesov na asymptotickej 
hyperrovine.  Použili sme štandardný tvar charakteristickej 
rovnice: 
s3+2.5Ωs2+2.5Ω2s+Ω3=0 

Vlastnú frekvenciu systému volíme s ohľadom na fyzikálne 
obmedzenia a praktické požiadavky na dynamiku systému 

Ω=20 

Pre zvolenú hodnotu budú koeficienty rovnice asymptotickej 
hyperroviny: 
q0 =Ω3=8000;  q1=2.5Ω2=1000;  
q2=2.5Ω=50;   q3=1; 

Podľa vzťahov (15) vypočítame konštantné parametre sta-
vového riadenia LTI systému: 

k0c=(q0/T-a0)/b = 12.8000 

k1c=(q1/T+q0-a1)/b = 2.2400 

k2c=(q2/T+q1-a2)/b = -0.7200 

k3c=(q3/T+q2-a3)/b = 0.0056 

Rozsah zmien variabilných zložiek koeficientov stavového 
riadenia zvolíme tak, aby pri rozbehoch servomechanizmu 
systém nebol tlmený, preto zvolíme   
k0A=0; k1A=k1c=2.2400; k2A=a2/b+k2c=0.1600;       

k3A=k3c=0.0056 
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Obr. 4 Simulačný model systému riadenia s premenlivou štruktúrou  
Fig. 4 Simulation model variable structure control system 
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Simulačný model systému riadenia s premenlivou štruktú-
rou je na obr.4. Na modeli sme označili výstupnú veličinu 

2ϕ=x  

Subsystém const je riadiaci systém s konštantnými koefi-
cientmi. Generuje riadiaci signál podľa vzťahu  

u_const = k0cx+ k1cx´+ k2cx´´+ k3cx´´´ 

Subsystém var generuje signál podľa vzťahu 

 u_var = k0A |x|+ k1A |x´|+ k2A |x´´ |+ k3A |x´´´| 

ktorý je ďalej násobený signálom z trojpolohového reléo-
vého člena realizovaného blokmi Sign a blokom nastavo-
vania šírky pásma d okolo asymptotickej hypreroviny. 
Veličina σ je generovaná subsystémom hyper podľa 
vzťahu 

sigma = q00(x-w)+ q10x´+ q20x´´+ q30x´´´ 

Aby veličiny x, σ a d boli zobrazené na modeli v rovnakej 
mierke, koeficienty  asymptotickej hyperroviny boli  

prepočítané  z pôvodných koeficientov podľa vzťahov 

q00=1 

q10=q1/q0= 0.1250 

q20=q2/q0= 0.0063 

q30=1/q0 = 1.2500e-004 
 
Výsledky simulácie sú zobrazene grafmi na obr. 5. pre 
w=0 a počiatočný stav [-0.1 0 0]. Na hornom obrázku sú 
časové priebehy výstupnej veličiny x a to:  

1 - pre stavové riadenie s konštantnými parametrami, 

2 – pre systém s variabilnou štruktúrou a kĺzavým reži-
mom (d=0) 

3- pre systém s variabilnou štruktúrou bez kĺzavého reži-
mu (d=0.01) 

Na dolnom obrázku sú časové priebehy odchýlky od 
asymptotickej hyperroviny σ, pre tie isté tri varianty sys-
témov riadenia.  
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Obr. 5  Časové priebehy výstupnej veličiny x a odchýlky od hyperroviny σ 
Fig. 5  Time response of output variable x and error from hypperplane σ 

 

Záver 

Systémy riadenia s premenlivou štruktúrou podobne, ako 
systémy stavového riadenia, vyžaduje úplnú informáciu 
o dynamickom stave riadeného objektu. Tá sa získava 
buď priamym meraním, alebo nepriamo pomocou pozo-
rovateľov stavu. Z tohto hradiska je výhodné vychádzať 

pri syntéze systémov riadenia s premenlivou štruktúrou 
zo štruktúr stavového riadenia. Tento prístup bol použitý 
aj v našej práci. Bola vypracovaná metóda asymptotickej 
hyperroviny pre syntézu systémov stavového riadenia 
s konštantnými parametrami, ktorá ďalej viedla 
k pomerne jednoduchým postupom syntézy systémov 
s premenlivou štruktúrou a to ako pri syntéze systémov 
s kĺzavým režimom, tak systémov bez kĺzavého režimu. 
Simulačné experimenty ukázali, že v systémoch riadenia 
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s premenlivou štruktúrou bez kĺzavého režimu možno 
dosiahnuť takmer rovnakú kvalitu prechodných procesov, 
ako v systémoch s kĺzavým režimom. Kvalita prechod-
ných procesov je značne lepšia ako v porovnateľ-
ných systémoch stavového riadenia s konštantnými pa-
rametrami. Ďalšou výhodou systémov riadenia s 
premenlivou štruktúrou bez kĺzavého režimu oproti sys-
témom stavového riadenia s konštantnými parametrami 
je v tom, že v systémoch s premenlivou štruktúrou možno 
zabezpečiť robustnosť v oblasti ustálených stavov, bez 
toho, aby sa to negatívne prejavilo na celkovej dynamike 
prechodných procesov.  
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Abstract  

In this paper is depicting the state-space control system 
with variable structure system design using asymptotic 
hyper-plane method. The control system is presented 
with two systems parallel connection. First control system 
is with constant parameters. Its design it is realized so 
that in state-space exist asymptotic hyper-plane towards 
whose converting trajectories of transition process and 
lest process on the asymptotic hyper-plane was wished 
quality. The second control system with variable structure 
that is transformed of the so-called quasi-relay. It’s desig-
ned so that system transition from random state on 
asymptotic hyper-plane was time optimal and preserve on 
his sliding mode. The control system is in next modified 
so that was removed sliding mode and in order not to in 
the process was process quality substantially worse.  
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Implementation of predictive  
control on industrial controllers 

Eva Miklovičová, Marián Mrosko 

Abstract  
Model predictive control (MPC) has developed greatly over the last decades both 
within the research control community and in industry. Predictive algorithms are 
available in various commercial control packages but their implementation costs 
could be considerable. Automation of industrial processes is often realized using 
small industrial controllers that offer only simple control structures, like PID control 
loop. The aim of this paper is to employ the classical PID algorithm implemented on 
industrial computers to do advanced control without the necessity of the specialized 
software. The proposed PID control design procedure is verified by an application to 
a laboratory plant. 

Keywords: predictive control, PID controller, PLC 

 
Introduction  

Model predictive control (MPC) refers to a family of ad-
vanced control methods which make explicit use of a model 
of the process to predict the future process behavior and to 
calculate a future control sequence minimizing an objective 
function [1]. The objective function is formulated as a com-
bination of the set-point tracking performance and control 
effort. As predictive control belongs to the category of the 
open-loop optimization techniques, its implementation is 
based on the receding horizon strategy, i.e. only the first 
control signal of the future sequence is used at each sam-
pling instant and the calculation is repeated in the next 
sampling time. This allows to incorporate a feedback into 
the control loop and to improve the control performances in 
the presence of disturbances and unmodelled dynamics.  

First predictive control algorithms have been proposed at 
the end of the 1970s and quickly became popular and de-
veloped considerably over the last three decades both 
within the research control community and in industry. Their 
popularity is mainly due to the fact, that they can be used to 
control a great variety of processes including time-delayed 
systems or nonminimum phase or the unstable ones. The 
multivariable case can easily be dealt with as well. Another 
important feature is that the constraints can be systemati-
cally incorporated into the design procedure, which can 
influence the resulting control system performances and the 
process operation safety. MPC technology can now be 
found in a wide variety of application areas including petro-
chemical, chemical, food processing, automotive and aero-
space industries.  

Despite the wide development of advanced control meth-
ods, the PID controllers are still commonly used in industry 
for its structural simplicity and design rules of thumb. The 
PID control function can be found in many medium-size 
programmable logical controllers (PLC) and all large PLC. 
Such functions can be used directly by entering the parame-
ters for given PID controller structure. 

The aim of the paper is to derive the conditions for the 
equivalence of the MPC and the PID control implemented 
on simple programmable logical controller. More specifically, 
the PID control structure implemented on SIMATIC S7-200 

programmable logical controller has been considered. The 
PID controller parameters are obtained by equating the 
discrete PID control law with the classical pole-placement 
control structure of generalized predictive control (GPC) 
given some conditions on the orders of the polynomials 
involved in the GPC control structure [3]. As these orders 
depend on the process model, the process model order is 
restricted to a maximum of two, the first order model results 
in a PI controller while a second order plant yields a PID 
structure. On the other hand, there is no restriction on the 
choice of GPC tuning parameters so that the advantages of 
model predictive control can fully be exploited.  

Performance of the predictive PID scheme is shown to be 
equivalent to GPC by means of simulation. An application of 
the predictive PID algorithm for the control of a laboratory 
plant is also presented. 

1. Predictive control 

Generalized predictive control (GPC) developed in [2] be-
longs to the most popular predictive algorithms based on the 
parametric plant model. It can handle various control prob-
lems for a wide range of plants, its implementation is rela-
tively simple and due to several design parameters it can be 
tuned to specific applications.  

Consider that the operation of the single-input single-output 
(SISO) plant around the particular setpoint can be described 
by the following CARIMA model  

)t(v)1dt(u)z(B)t(y)z(A 11 +−−= −−  (1) 
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where u(t) is the control variable, y(t) the measured plant 
output, d denotes the minimum plant model time-delay in 
sampling periods, v(t) represents the external disturbances 
and ξ(t) is the random variable with zero mean value and 
finite variance. For simplicity in the following the )z(C 1−  
polynomial is chosen to be 1.  

The GPC control objective is to compute the future control 
sequence in such a way that the future plant output is driven 
close to the prescribed reference trajectory; this is accom-
plished by minimizing the following cost function 
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subject to: 

( ) 0)it(uzD 1 =+−  for phich ≤≤  (5) 

where sh, ph and ch are positive scalars defining the start-
ing horizon, prediction horizon and control horizon, ρ  is 
a nonnegative control weighting scalar. ( )t/jtŷ +  denotes 
the j-step ahead prediction of y(t) based on the data avail-
able up to time t and ( )jty* +  is the future reference trajec-
tory, that can be generated as an output of the reference 
model of the form  
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The j-step ahead predictor is expressed as follows 
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where the polynomials ( ) ( ) ( )1
dj

1
dj

1
j zH,zG,zF −

−
−

−
−  are solu-

tions of the following Diophantine equations 

)z(Fz)z(E)z(D)z(A1 1
j

j1
j

11 −−−−− +=  (8) 

)z(Hz)z(G)z(B)z(E 1
dj

dj1
dj

11
j

−
−

+−−
−

−− +=  (9) 

The cost function (4)-(5) may be rewritten in the suitable 
vector form 
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The vector that minimizes the cost function (10) is given by 
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The GPC control law is implemented in a receding horizon 
sense, which means that only the first component of the 
optimal vector ( )1chtU −+  is taken into account and the 
optimization process is repeated in the next sampling period 
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The control law (13) may also be implemented using a stan-
dard pole-placement control structure (shown in Fig. 1) 
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Fig. 1 Standard pole-placement control structure 

2. PID algorithm implemented on PLC 

Advanced predictive algorithms take part of several com-
mercial control packages [4]. However, control of many 
industrial processes is done through the use of small com-
puters called the programmable logic controllers (PLCs), 
where hardware and software are specifically adapted to 
industrial environment. This type of controllers usually offers 
only simple control structures, such as on-off control or PID 
control loops. 

The Siemens SIMATIC S7-200 series is a line of micro-
programmable logic controllers that can control a variety of 
small applications. The PID control law implemented on this 
PLC is of the form [5] 

( ) ( ) ( ) ( )tMtMtMtu DIP ++=  (18) 

with 

( ) ( )teKtM cP =      is the proportional term (19) 
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where ( ) ( ) ( )tytwte −=  is the control error and ( )tw  denotes 
the value of setpoint. The bias MX is the running sum of all 
previous values of the integral term. sT  represents the sam-
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ple time. cK , iT  and dT  are the loop gain, derivative time 
constant and integral time constant, respectively, that have 
to be specified. 

To avoid step changes or bumps in the output due to deriva-
tive action on setpoint changes, this equation is modified to 
assume that the setpoint is a constant  
(w(t)=w(t-1)). This results in the calculation of the change in 
the process variable instead of the change in the error  
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T
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T
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d
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The resulting PID control structure is depicted in Figure 2. 

 

 
 

Fig. 2 PID control structure 

3. Predictive PID control 

The aim is to implement the predictive control algorithm by 
means of the above described PID control structure. Let us 
compare the pole placement control law  

( ) ( ) ( ) ( ) ( ) ( ) ( )tyzRtyzTtuzDzS 1*111 −−−− −=  (22) 

to the incremental form of the PID control law (18) – (21) 
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and in case of PI control law 
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Assuming that ( ) ( )tytw *=  it yields that 
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w
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i.e. the GPC control law is equivalent to the PID control law 
if the ( )1zT −  polynomial is of the first order and the ( )1zR −  
polynomial is of the second order. In case of PI control law 
( )1zR −  has to be the first order polynomial. These conditions 

can be satisfied by the proper choice of the plant model 
structure (1), namely the second order plant model 
( 0nb,2na == ) for PID control and the first order plant 
model ( 0nb,1na == ) for PI control, respectively. 

The PID tuning constants cK , iT  and dT  can be derived 
from equation (28) 
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As it can be seen from the equations (30) – (32), the PID 
tuning constants depend only on the parameters of the 
( )1zR −  polynomial. According to (15), the calculation of 

these parameters necessitates the knowledge of the 1G  

matrix and ( ) ph,shjzF 1
j K=−  polynomials.  

The coefficients of 1G  matrix (11) can be obtained from the 
samples of plant step response, i.e. for the unit input step  
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the plant output signal is of the form 

( ) ( ) ( ) ( ){ } { }KK ,g,g,g,0,3y,2y,1y,0y 210=  (34) 

The ( ) ph,shjzF 1
j K=−  polynomials are solutions of the 

Diophantine equations (8) with 

naj
na

1j
1

j
0

1
j

1j
1j

1
10

1
j

zf...zff)z(F

ze...zee)z(E
−−−

+−
−

−−

+++=

+++=
 (35) 

and they can be calculated recursively as follows 
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In order to compare the performances of the proposed PID 
control loop to those of the GPC control scheme a simula-
tion of the second order plant  

( )
6756.0s5108.0s

702.2s308.1sG
2 ++

+
=  (39) 

has been performed with the sample time s1Ts = . At the 
time 60 s a step disturbance of 0.1 has been added to the 
plant output. The control design parameters are summa-
rized in Table 1. 
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GPC ch=2 ph=15 ρ=1 
PID Kc=0,2102 Ti=0,7777 Td=1,3241 

Table 1: Parameter values 

As it can be seen from Fig. 3 the plant output and the con-
trol signal plots for both control schemes are identical.  
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Figure 3 Comparison of GPC  
and PID control performances 

4. Experimental evaluation 

In order to verify the proposed predictive PID control design 
the control of simple cylindrical laboratory tank using the 
Simatic S7-200 has been realized.  Because the GPC syn-
thesis is based on the plant model transfer function, it is 
necessary to identify the ARX model of this nonlinear sys-
tem around the operating point using the least-squares 
method. The system input is the inflow valve opening and 
the system output is tank level. The tank has also the out-
flow valve which has been used to generate a disturbance. 
In Figure 4 the time response of the real system is com-
pared to the identified model time response round the oper-
ating point. The identified model transfer function is as fol-
lows: 

( ) s1T,
0.2146z1.207z1

0.01122zzG VZ2-1-

-1
1 =

+−
=−  (40) 

Based on the plant model (40) the predictive PID controller 
has been designed according to the section 3. Table 2 
summarizes the control design parameters and the resulting 
PID constants.  

Time response of tank level and desired value are in Figure 
5. The time response of the manipulated variable and dis-
turbance has also been monitored (Figure 6).  

 
GPC ch=1 ph=10 ρ=1 
PID Kc=4,6121 Ti=6,7646 Td=0,2654 

Table 2: Parameter values 
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Figure 4 System identification 
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Figure 5 Time response of tank level 
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Figure 6 Time response of manipulated variable  
and disturbance 
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Conclusion 

In this paper the PID control design based on predictive 
control approach has been proposed so that the benefits of 
predictive control can be taken even if simple industrial 
controllers are used. More specifically, the PID control struc-
ture implemented on programmable logical controller SI-
MATIC S7-200 has been considered. Another advantage is 
that using the proposed method, parameters of discrete 
form of PID controller are directly provided. Calculation of 
PID controller parameters is simple also for practitioners.  
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Simulation Methods  
for Bottleneck Detection  
in Manufacturing Systems   

Michal Leporis, Zdenka Králová  

Abstract  
The paper presents a comparison of several methods for production line bottleneck 
analysis using discrete event simulation approach and the simulation software WIT-
NESS. An experimental environment has been created for processing and compari-
son of results obtained from the WITNESS simulation experiments. The advantages 
and constraints of the cited methods are discussed. 

Keywords:  production system, bottleneck detection, simulation, WITNESS  

 
Introduction  

The term “bottleneck” is used to describe a point of conges-
tion in any system from computer networks to a factory 
assembly line. In such a system, there is always some 
process, task, machine, etc. that is the limiting factor pre-
venting a greater throughput and thus determines the ca-
pacity of the entire system. Knowing the bottleneck allows 
increasing the flow by improving just one process in the 
system rather than all its remaining parts. Vice versa, if 
there is a bottleneck, nothing done elsewhere in the value 
stream can improve the throughput (Goldratt, Cox, 1984). 

Both theory and practice of production management pay 
great attention to the bottleneck analysis in order to increase 
throughput of a production system, i.e. the rate at which the 
system generates money through sales of its products. 

The bottleneck in production system occurs when workloads 
arrive at a given point more quickly than that point can han-
dle them. The bottleneck situation causes unneeded inven-
tory and prolongs manufacturing lead times. In a wider 
sense of the word, any element of a production system 
(machine, conveyor, AGV, buffer, labor etc.) can turn to 
a bottleneck.  

As a result of the bottleneck analysis, particular recommen-
dations can be drawn to improve the production system in 
the most effective way, significantly increasing its through-
put and capacity.  

BOTTLENECK DETECTION METHODS   

Detecting a bottleneck in a production system is not a trivial 
task. Current bottleneck detection methods can be sepa-
rated into two categories: analytical and simulation-based. 
A special conception of bottleneck detection has been de-
veloped based on evaluation of the real-time data from the 
manufacturing system (Li et al., 2007).  

For analytical methods, the system performance is assumed 
to be described by a statistical distribution. Although an 
analytical model is suitable for long term prediction, this type 
of model is not adequate for solving problems of short term 
bottleneck detection.  

For real production processes with complex structure and 
dynamics the analytical approach is practically inapplicable; 
in such a case, simulation-based methods seem to be more 
useful. Although creation of an adequate simulation model 
of a system is time-consuming, results of simulation experi-
ments provide sufficient information enabling to detect a 
bottleneck. Advanced simulation tools offer complete statis-
tics about the average utilization, waiting, blocking, break-
down etc. for each element of the model as results of the 
experiments. Other useful data can be obtained using spe-
cial procedures. Furthermore, a simulation model can help 
identify the possibilities for system improvements and verify 
their impact on the overall system performance.  

Leading companies, especially those operating in the auto-
motive industry, have developed their own software tools for 
the manufacturing system bottleneck analysis and identifica-
tion based on simulation models; e.g.  General Motors Cor-
poration created an internal throughput-analysis tool called 
C-MORE, which is a combination of decomposition-based 
analytical methods and customized discrete-event-
simulation solvers. TOYOTA Central Research and Devel-
opment Laboratories implemented their bottleneck detection 
methods into the software tool GAROPS Analyzer (Roser et 
al., 2001). 

Bottleneck analysis algorithmization requires definition of an 
explicit criterion for bottleneck detection and a suitable 
method for transformation the obtained set of simulation 
results into a particular indicator. This provides a possibility 
to unify approaches to the bottleneck analysis for various 
types of production systems.     

Simulation methods for bottleneck detection differ with re-
spect to the criterion and the way of transformation of the 
simulation results to the values of the criterion.  

This paper deals with four bottleneck detection methods 
developed over the last decade: 
• Active period method (Roser et al., 2001) 
• Turning point method (Li et al., 2007),  
• Arrow-based method (Biller et al., 2008),  
• Criticality indicators based method (Králová, Bielak, 

2004).  
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Active period method  

The active period method developed by (Roser et al., 2001) 
at Toyota Central Research and Development Laboratories 
is based on the analysis of machine status information de-
termining periods during which a machine is active without 
interruption (Figure 1).  Five distinct states are recognized 
for each machine: Working, Waiting, Blocked, Tool Change 
and Under Repair. For analysis, Waiting and Blocked are 
considered inactive. Active periods are occasionally inter-
rupted by inactive periods during which the machine is wait-
ing for the arrival of parts (Waiting) or for their removal 
(Blocked). The term “Machine” includes any element per-
forming activity, e.g. machine, conveyor, AGV, etc.  

The machine with the longest average active period is con-
sidered to be a bottleneck, as this machine is least likely to 
be interrupted by other machines, and in turn is most likely 
to dictate the overall system throughput.  

 
Fig. 1 Illustration of the active periods  
of machine during the simulation run 

This method does not use the summary statistics obtained 
as a result of a simulation experiment, but is based on the 
analysis of the log file recording the relevant data about the 
events occurred during the simulation run (start and finish of 
the operation, repair, tool change, etc.).  

Turning point method 

A data driven bottleneck detection method proposed in (Li, 
et al., 2007) detects bottlenecks using the term “turning 
point”. A turning point is defined to be the machine where 
the trend of blockage and starvation changes from blockage 
being higher than starvation to starvation being higher than 
blockage. Furthermore, the sum of a “turning point” ma-
chine’s blockage and starvation is smaller than for its neigh-
boring machines. Thus, the “turning point” machine has the 
highest percentage of the sum of operating time and down-
time compared to other machines in the segment. 

 
Fig. 2 Example of turning points determination 

The j-th machine is the turning point in a n-machine seg-
ment with finite buffers if  

 

where TBj is the blockage time for the j-th machine;  

TSj  is the starvation time for the j-th machine;  

j-1 is the index of the nearest upstream machine and  

j+1 is the index of the nearest downstream machine. 

According to (Li et al., 2007) both the analytical and the 
simulation-based verification was carried out. It has been 
proved that the turning point method can provide quick bot-
tleneck identification. 

Arrow-based method 

The method described in (Biller et al., 2008) is built on the 
concept of (Kuo et al., 1996, 2008) who proposed an indi-
rect method of bottlenecks identification for open serial 
lines. The Arrow-based method detects the bottlenecks in longer 
lines arranging the probabilities of starvations (STi) and blockages 
(BLi) for each machine as shown in Figure 3 and placing arrows 
directed from one machine to another according to the following 
rules:  

if BLi > STi+1, assign the arrow pointing from mi to mi+1 

if BLi < STi+1, assign the arrow pointing from mi+1 to mi 

 
Fig. 3 Example of the bottleneck identification  
in the open serial line 

A single machine with no emanating arrows is the bottle-
neck. If there are multiple machines with no emanating 
arrows (as in Figure 3), the one with the largest severity is 
the primary bottleneck.  

The severity of the bottleneck is defined as 

 121 BLSTS −=
           (1) 

1,...,2  pre     11 −=−+−= −+ MiBLSTBLSTS iiiii      (2) 

 1−−= MMM BLSTS
        (3) 

This method was modified by (Biller, et al., 2008) as a two-
stage procedure for serial lines with rework loops.  

Criticality indicators based method 

The approach described in (Králová, Bielak, 2004) is based 
on the evaluation of the so-called “criticality indicator” for 
each workplace and comparison of the indicator values to 
detect the critical place. The way of the indicator evaluation 
allows finding the critical places, including the bottlenecks 
needing the capacity expansion, as well as ”the reserves” – 
workplaces allowing a better utilization.  

For the i-th workplace KRi, the criticality indicator is calcu-
lated from the simulation statistics considering the differ-
ences of the individual rates for this workplace (the average 
rates of utilization, starvation, blocking, waiting for labor) 
with respect to the whole-system average of this rate.  

The integrated approach to the evaluation of criticality is 
based on aggregating the indicators of all related indices 
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into one value. The particular criticality indicator for each 
workplace is created by summing deviations of statistical 
indicators for the workplaces from the mean values of indi-
cators for all workplaces in the system. The aggregated 
indicator is a function of the rates: busy, blocking, waiting for 
parts and waiting for labor. A graphical presentation in MS 
Excel provides a summary of system bottlenecks and re-
serves and their relationships as well. 
KRi is calculated by the formula: 

 

 

 

where:  
• KRi – the criticality indicator for the i-th workplace [%]  
• Bi – the average utilization rate for the i-th machine 

(Busy) [%] 
• Ii – the average starvation rate for the i-th machine (Idle) 

[%] 
• Bli – the average blocking rate for the i-th machine 

(Blocked) [%] 
• Li – the average waiting rate for labor for the i-th ma-

chine (Labor) [%] 

The workplace with the minimal value of KRi is regarded as 
a bottleneck, the workplace with the maximal value of KRi  
as a maximal capacity reserve. 

WITNESS SIMULATION SOFTWARE 

WITNESS is a comprehensive discrete event and continu-
ous process simulator. It is designed to model dynamics of 
complex systems. It is an established simulation tool for 
analysis and validation of business process to achieve a 
desired process performance or to support continuous proc-
ess improvement activities used by thousands of companies 
worldwide (Markt, Mayer, 1999). 

WITNESS provides a graphical environment to build simula-
tion models. It enables to represent a real world process in a 
dynamic animated computer model and allows automating 
simulation experiments, optimizing material flow across the 
facility and generating animated models. A simulation model 
allows incorporating all the variability of real life experience 
(variable reliability, process times, resource efficiency etc.). 

The WITNESS simulation package is capable of modeling a 
variety of discrete (e.g., part-based) and continuous (e.g. 
fluids and high-volume fast-moving goods) elements. De-
pending on the type of element, each can be in any of a 
number of states; these states can be idle (waiting), busy 
(processing), blocked, in-setup, broken down, waiting labor 
(cycle/setup/repair) etc.  

Complex routing and control logic is achieved with numer-
ous input and output rules as well as special actions using 
functions. The format for using actions is similar to that of a 
simple programming language. 

Results of simulation can be viewed on the screen either in 
tabular or graphic format. In addition, several graphical 
elements are available for summarizing statistics from a 
model. Pie charts, time-series and histograms provide a 
meaningful, easy-to-read format for data from a simulation 
run. Reports allow user to examine the performance of ele-
ments in the model and provide him with relevant informa-
tion about their interaction, details and status. Reports can 
help to identify areas where the model’s operation can be 
improved. 

WITNESS Optimizer provides a plug-in module which can 
intelligently test different combinations of changes within a 
model and carry out the desired experimentation  

COMPARISON OF BOTTLENECK  
DETECTION METHODS 

An experimental environment for processing the results 
obtained from WITNESS simulation experiments allows 
comparing effectiveness and limitations of the cited meth-
ods. The environment consists of the discrete event simula-
tion model in WITNESS and the MS Excel user interface 
allowing setup of input data of the model and viewing analy-
sis results for each method according to its criterion. The 
analysis is based on the simulation statistics about the re-
source utilization, starvation, blocking, waiting for labor, set-
up and breakdown characteristics and on the evaluation of 
the relationships between the downstream and upstream 
activities. Serial recording of the important events such as 
operation start and finish, machine repair, tool change, etc. 
is assured via procedures in the input/output rules in the 
WITNESS model.  

The basic experimental model represents a serial produc-
tion line with thirty workplaces with buffers. Other variants of 
the model differ from the basic one by material flow branch-
ing and connection (Figure 4) and by rework loops. The 
simulation models were extended by the element “Labor” to 
enable verifying the capability to detect a labor as 
a bottleneck Values of the relevant parameters, such as 
machine cycle times, breakdown frequency, repair and 
setup times, etc. can be initiated through the MS Excel user 
interface.  

 
Fig. 4 View of the WITNESS model of the experimental 
production line 

 
Fig. 5 Illustration of the WITNESS simulation statistics 
obtained by a procedure in MS Excel  

At first, a simulation model of a fully synchronized produc-
tion line was used to evaluate the maximum capacity of the 
system. Afterwards, various combinations of the values of 
cycle times, times between failures, repair times, set-up 
times, etc. have been prepared for the experiment. Numer-
ous series of experiments have been carried out for several 
types of production systems in order to study the ability of 
the particular methods to detect a bottleneck.  

Next samples illustrate the graphical output of the analysis 
results for the particular methods. 
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Fig. 6 Illustration of the calculation for the Active period 
method  

 
Fig. 7 Result of the bottleneck analysis using the Active 
period method 

 
Fig. 8 Result of the bottleneck analysis using the Turn-
ing point method 

Fig. 9  Sample of the results for the first stage of the 
Arrow-based method. Primary bottleneck is the work-
station number 8 with the value S8 = 78.333.   

 
Fig. 10 Results of the bottleneck analysis using the 
Criticality indicator based method 

The advantages of the Active period method are:  
• simple and reliable bottleneck evaluation,  
• the likelihood of being the bottleneck is reliably identified 

for all machines and AGV's, conveyors or labors 
• indicators are computed for each workplace separately, 

thus the method can be implemented independently of 

the production system structure (the workplace order, 
branching of the process, rework loops, etc.) . 

The experiments revealed the drawbacks of this method in 
case when several bottlenecks of the same severity oc-
curred; in such a case only one of the bottlenecks was 
marked and therefore after extending the capacity of this 
workplace the throughput didn’t increase.  

The Turning point method yields good results; nevertheless, 
it has several disadvantages:  
• direct evaluation of the global bottleneck from several 

local bottlenecks is not possible, 
• labor is not considered as a potential bottleneck. 

The Arrow-based method based on comparison of the simu-
lation statistics of the starvation and blocking of the neigh-
boring workplaces is able to evaluate multiple bottlenecks. 
The bottleneck of the largest severity is the workplace with 
the maximum value of the specific index. A disadvantage of 
this method is its low reliability to find a bottleneck if it is 
located at the beginning or at the end of production line.  

The Criticality indicators based method allows a direct quan-
titative identification of the bottleneck workplace, consider-
ing machines and labor. The element of the workplace caus-
ing congestion is discovered in the second stage after the 
analysis of statistics. Compared with other methods, this 
one determines not only the bottlenecks and their severity 
but also the reserves in the production system (workplaces 
with unused capacity). This is a good starting point for the 
automation of the process synchronization when the 
throughput maximization can be achieved by synchroniza-
tion of all production process elements to ensure the con-
tinuous flow of material. 

Comparison of the values of the partial indicators allows 
detecting bottlenecks without knowledge of the production 
system structure which makes the algorithm applicable for 
various types of production processes. 

CONCLUSION 

The main objective of this paper was to compare several 
bottleneck detection methods developed in the last decade 
and to explore the advantages and disadvantages of each 
approach. The results of the study showed that the Critical-
ity indicators based method gives good results compared 
with other methods and is prospective to be used for auto-
mated synchronization of the production line.  
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Parallel computing  
on graphics cards 

Slavomir Kajan, Juraj Slačka 

Abstract 
This paper deals the potential of parallel computing on graphics cards. In many 
applications we encounter time-consuming mathematical or general computing 
operations, which handle large amounts of data. One solution to speed up such 
calculations is to get them done on a graphics card. Graphics cards with CUDA 
(Compute Unified Device Architecture) interface allow programmers to use parallel 
performance of modern graphics cards. In Matlab we tested the acceleration of 
chosen mathematical operations on selected graphics cards. As practical example 
we implemented hand written digit recognition using artificial neural networks. 

Key words: parallel computing, graphics processing unit (GPU), compute unified 
device architecture (CUDA) 

 
Introduction 

Currently we can see various software applications with high 
computation demands on mathematical or general 
operations that processes large amount of data. 
Acceleration of such time-consuming calculations is usually 
done by increasing computational power of a single PC, or 
by connecting multiple PC’s into a computer Grid or Cluster. 
Such a solution requires a significant investment in the 
hardware equipment. Another way to speed up 
mathematical calculations is to compute them on graphics 
card. Accelerating of general calculations on graphics cards 
massively expanded in year 2007(February), when nVidia 
released to the public the first official version of application 
interface for general calculations on graphics cards. This 
interface is called    CUDA - Compute Unified Device 
Architecture and it enables the programmers to use massive 
parallel performance of modern graphics cards, which have 
been designed for entertainment and computer games. 

 
1. Principle of parallel computing on GPU 

The graphics cards with older architecture used to calculate 
graphics scenes by vertex and pixel units. In modern games 
it happened sometimes that at the same moment there were 
used only the pixel units and the vertex units had nothing to 
do or vice versa. That’s why nVidia in the new generation of 
the graphics cards (family 8000) introduced a new 
architecture of graphics processing unit. This new graphics 
card does not use separated vertex and pixel units, but for 
all types of calculations it uses the stream processors, which 
are more complex. These stream processors are all 
identical and they dynamically share the computing tasks as 
required by actual situation. With release of CUDA interface 
programmers have the opportunity to work with these 
processors and they can perform on them other than 
graphics calculations. Nowadays, the graphics cards witch 
CUDA support are used in scientific research centers and 
universities in various sectors as biology, medicine, physics, 
astrophysics, artificial intelligence, chemistry, etc... [5, 8].  

If we compare a stream processor with a central processing 
unit (CPU) in serial calculation, the CPU will definitely win. 

The power of graphics cards is in the parallel data 
processing. In one graphic chip we can commonly find 
hundreds of stream processors. Their combined 
performance is many times better than the CPU 
performance. Graphics processing unit consisting of stream 
processors and graphics memory is in short known as GPU 
(see fig. 1) 

To determine theoretical computational performance of CPU 
or GPU we use the number of flop‘s (floating point 
operations per second). For example a two-core CPU Core 
2 Duo E7400 has the theoretical computational performance 
of 22,4 Gflop and the graphics card Nvidia Geforce GTS 
250 with 128 stream processors has the theoretical 
computational performance of 700 Gflop. From these 
numbers it can be seen that this graphics card is 
theoretically about 28 times faster than Core 2 Duo in single 
precision calculations [7].  

 

 
Fig.1 Comparison of CPU and GPU 

 

Of course not every problem can be well parallelized, but 
there are applications in many fields such as edge detection 
in images, artificial intelligence and neural networks, where 
scientists by using powerful graphics cards reached speed 
up 50-100 times over CPU. Similar acceleration can be 
seen in the graph in figure 2. 
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Fig.2 Speedup example of edge detection 

2. Parallel computing on GPU for Matlab 

During the massive expansion of parallel computing on the 
GPU's, companies as AccelerEyes and GP-You Group have 
developed an extension for Matlab, which directly allows 
users to use in Matlab the performance of graphics cards. 
The company AccelerEyes offers a library for parallel 
computing on the GPU called Jacket [1, 3]. Conversely, the 
company GP-you Group has developed a similar library 
called GPUmat which is like Jacket and allows parallel 
computations on the GPU, but it is distributed for free 
(freeware) [2, 4]. Both libraries provide basic functions for 
handling calculations on graphics cards. These functions 
differ only in few commands. The benefit of the Jacket 
library is that there is existence of other extensions such as 
application functions for graphics, neural networks and other 
demonstration examples. The main advantage of the library 
GPUmat is providing free access to a very good basis for 
parallel computing on graphics card. Library GPUmat is 
designed to be easy to integrate with Matlab and other 
existing programs can be easily converted to run on the 
GPU. Installation of the GPUmat library is very easy. You 
just have to copy it to a location on the disk and run 
GPUstart. The program will check for compatibility with 
CUDA interface graphics card and add routes to the 
directory structure of MATLAB. Before installation of 
GPUmat you should have: 

• Installed graphics card with driver software 

• Installed development tools - CUDA SDK ver. 2.1 or 2.2 
for your OS 

• Installed software CUDA Toolkit ver. 2.1 or 2.2 for your 
OS 

To use the computing power of the graphics cards we have 
to create a data variable which will be located in the memory 
of the graphics card. This variable must be type single, and 
we can create it by the command GPUsingle. Here is a 
revealing handicap of GPU calculations that GPU’s can 
work only with a single type of data, rather than the type of 
double, which reduces the accuracy of the calculation. 
However GPU's with core G200 or newer can process 
double data format, but this ability is not implemented in 
Jacked or GPUmat library. When we create such a variable, 
it can be applied to any function in Matlab while GPUmat will 
care that the calculation will run on the graphics card.  

In the example of multiplication of two matrices A, B, we will 
explain how the calculation works. We can write matrices A 
and B into the graphics memory by using the command 
GPUsingle. Multiplication of matrices A and B is preformed 
by multiplying the row of matrix A and the column of matrix 
B. This computation is carried on each GPU stream 
processor and the result is written to the position of the 
matrix C in the graphics memory. (see fig. 3).  

 
Fig.3 Image of matrix multiplication on GPU 

 

In Matlab we can do this as follows: 

>> A=GPUsingle(rand(100)); % create matrix A on GPU 

>> B=GPUsingle(rand(100)); % create matrix B on GPU 

>> C=A*B; % multiply A and B on GPU 

Similarly, the GPU can perform various mathematical 
operations. If we want the data from graphics memory to 
pass back into the CPU cache we can use the command 
CPUsingle.  

Calculation of mathematical operations on the GPU has two 
main handicaps. The first one is that not all mathematical 
operations can be performed equally well in parallel, thereby 
speeding up the calculation is different and cannot be 
accurately determined. Another handicap is that the higher 
speed of calculation is dependent on the number of the 
processed data. The acceleration can usually be seen when 
the number of processed data is about 1e4 to 1e5. This 
threshold depends on the ratio of computational power of 
GPU and CPU and also on the number of stream 
processors on the GPU. 

3. Examples of parallel computations  
on chosen graphics cards 

The possibilities of accelerating the mathematical 
calculations on the GPU in Matlab using the library GPUmat 
are demonstrated on the following examples: matrix 
multiplication, matrix multiplication by elements and the 
Fourier transformation. Data used for mathematical 
operations were randomly generated. Calculations were 
made on three graphics cards on three PC's with the 
following parameters: 

1. PC 1  

- CPU AMD Athlon 64 X2 Dual Core Processor 6000 + 3.02 
   GHz, 2GB RAM  

 -  GPU nVidia 8600GT (256MB RAM, 32 stream process.) 

2. PC 2   

-  CPU Intel Core2 Duo E6750 Processor+2 GHz, 4GB RAM  

-  GPU nVidia GTS250 (512MB RAM, 128 stream process.) 

3. PC 3  

-  CPU Intel Core2 Duo E6750 Processor + 2.66 GHz,  
    4GB RAM  
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-  GPU nVidia GTX275 (896MB RAM, 240 stream process.) 

3.1 Examples of matrix multiplication  
and Fourier transformation 

In testing, we monitored the dependence of calculation 
acceleration on the number of processed data, where 
speedup of calculation has been calculated as a fraction of 
CPU time - TCPU and the GPU time - TGPU. Time calculation 
TCPU and TGPU were calculated as the statistical median of 
ten consecutive running calculations, thereby eliminating the 
random error. 

GPU

CPU

T
TSpeedup =   (1) 

The results of the individual measurements on three 
different PCs are shown in figures 4 to 6. 

In figure 4 you can see the results of the accelerating 
multiplication of two randomly generated matrixes A and B. 
In Matlab we calculated it as follows: 

>> C=A*B; % matrix multiplication  

Graphics card GTX275 had the best results thanks to the 
highest number of the stream processors. 
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Fig.4 Computation speedup of matrix multiplication 
  

0 0.5 1 1.5 2 2.5 3 3.5 4

x 106

0

5

10

15

20

25

30

35

40

Data count

S
pe

ed
up

 (C
P

U
 ti

m
e 

/ G
P

U
 ti

m
e)

 

 
8600GT
GTS250
GTX275

 
Fig.5 Computation speedup of matrix element  

multiplication 

In figure 5 are shown the results of the speedup of the 
multiplication (element by element) between two randomly 
generated matrixes A and B. In Matlab we calculated it as 
follows: 

>> C=A.*B; % matrix multiplication by element 

In figure 6 you can see the results of the accelerating the 
Fourier transform calculation of two randomly generated 
signals A and B: 

 >> C=A+B;  % add two signals  

>> D=fft(C);  % calculate FFT   
In these two last cases, the best results were achieved on 
the graphics card GTS250, thanks to lover clock rate in 2nd 
PC with GTS250 and lower capacity utilization of stream 
processors on GTX275 card. 
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Fig.6 Computation speedup of Fourier transformation 
 
3.2 Example of written digits recognition  
by neural network 

As a practical example of the computation accelerated on 
the graphics card, we used an application for hand written 
digit recognition by neural network. We chose a neural 
network because the learning of the neural network can be 
easily parallelized and it is appropriate to demonstrate the 
application of parallel computing on graphics card.  For digit 
recognition we used multi-layer perceptron network (MLP) 
with one hidden layer. The written digits shown in fig. 7 were 
scanned into a grid of 30x30 that means there are 900 
inputs in neural network in range from 0 to 1, where 0 is 
white and 1 is black colour. To simulate a different number 
of processed data, we used a change in the number of 
neurons in hidden layer from range 500 to 12.000. 

 
Fig.7 Written digits for recognition using NN 

For MLP network training we used back-propagation 
algorithm with momentum. Calculations of the outputs and 
adjusting the neural network weights can be rewritten in a 
matrix form [6]. This enables us to use graphics card to 
accelerate computations. The results of the calculation 
speed up against CPU are shown in fig. 8. Simulations were 
computed on PC 3 with graphics card Nvidia GTX275.  
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Fig.8 Computation speedup of neural network training 

Conclusion 

The existence of a CUDA application interface for general 
computations on graphics cards results in growing number 
of the applications using parallel computing. The library as a 
GPUmat or Jacket for MATLAB gives users a relatively 
simple way to implement intensive mathematical 
calculations on the graphics cards and use their advantage 
in parallel data processing. By measuring the performance 
of three graphics cards we verified, that by using the library 
GPUmat (and Jacket) in Matlab a speedup (up to ten) of the 
calculations of mathematical operations can be achieved. 
The advantage of parallel computing on GPU over CPU is 
considerably lower financial costs and vice versa, the 
disadvantage is the lack of support for double precision 
calculations by these libraries. The main disadvantage, as 
mentioned in the paper, is that such an approach to 
accelerate the calculation cannot be applied universally to 
every application, but only for special applications with large 
amounts of data such as pattern recognition, artificial 
intelligence, neural networks, graphics simulations, etc.  
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Controller Design  
for the Static System  
with Electric Actuated Valve  

Štefan Chamraz, Richard Balogh  

Abstract  
In our article we deal with the replacement of the pneumatic actuator of the valve 
with an electric one and its influence on the controller design. In second part of the 
article we show possible undesirable effects of integral behaviour of the electric 
actuator on PID controller parameters, namely its D part and its consequence on the 
whole system. 

Keywords: PID controller, valve with electric actuator

Introduction 

From time to time appears in the literature some pessimistic 
reports from the PID controllers applications, especially from 
the chemical and paper industries [1], [2], [3]. Most of them 
can be summarized as follows. The most often used and 
satisfying structure is a PI controller. For simpler processes 
usually the P controller is used. When there is a PID 
controller used often with derivative part set to zero. Even 
when it is non-zero, the regulation circuit behaviour is the 
same as if the D component was discarded. We were 
curious why this happens.  
Also we observed the similar behaviour of the D-part of the 
controller when we once replaced the pneumatic valve 
actuator with the electric one. After this replacement, the 
system behaviour didn’t match to theoretical calculations. 
Problems appeared also when we changed the operating 
point of the system and/or the size of the step. For the step 
change of size ∆ the reaction of the system was good, but 
the step 3∆ was not corresponding to the theoretical one, 
even when we operated still in the linear region. These 
problems were more significant for control steps and less 
intensive for the disturbances at the system input. The 
original system contained just one major non-linearity – the 
flow characteristic of the valve. Its impact was compensated 
with a properly selected valve construction characteristic. 
Valve controller was designed as a relay with dead zone 
and hysteresis. For an analysis of its properties we simplify 
the system as much as possible (removing non-important 
nonlinearities) so we can observe the influence of the 
actuator properties on the whole system. The resulting 
simplified system consists of integrator, sampler and servo 
actuator only. Our intention was to design the parameters so 
that the system behaviour will be the same as with 
pneumatic valve actuator.  

Simplified model of the system was created in 
Matlab/Simulink. Model of the controlled system was based 
on the heat exchanger PPV, control valve V (modelled by 
the linear flow characteristics qB = KV φ) and valve actuator 
PV (modelled by the linear transfer characteristics φ = KP m). 
Corresponding block diagram is in Fig. 1, where mB0 
represents an operating point corresponding to the 
linearized system with transfer function (2). The model of 
the system included also a gain of the pneumatic actuator 
and control valve. Our task was to design a digital control 
system (controller) and actuator parameters such that we 

achieve the required quality for steps of the tracking 
performance and disturbance rejection. 

 
Fig. 1 Block diagram of the system  

We required the control process without the overshoot and 
predefined settling time.  

Such a simplified system can be rearranged to the system in 
Fig. 2. This model assumes the ideal characteristics of an 
actuator (AC) and the measuring element (MP). 

 
Fig. 2 Simplified diagram of the control system 

In such sufficiently simplified example (see Fig. 2), we 
replaced the pneumatic actuator by the electric motor (AC). 
Thus it is necessary to replace the transfer function of the 
pneumatic actuator PP(s) = KP by the transfer function of 
the electric actuator Φ(s)/M(s) = 1/sTM (see Fig. 3).  

 
Fig. 3 Diagram of the system with electric actuator 

If we complete negative feedback (dashed line in Fig. 3) 
around the electric motor, we can eliminate the integrating 
behaviour of the actuator. Its transfer function is then 
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If the actuator time constant TM is small relative to the 
dynamics of the controlled system, we can consider (1) as 
the unity transfer function. To determine the integrating time 
constant we used a similar approach as in [4] to determine 
the sampling period TV. Satisfactory results for the TV were 
achieved just when we take into the account the whole 
system. First, the continuous controller was designed so 
that we achieve the desired transfer characteristics of the 
system. Considering the transfer properties, we then 
"recalculated" the TV such that the delay of the signal due to 
the sampling was acceptable. When we design TV 
considering just the controlled system, the results were not 
satisfactory. Similar approach will be used here. 

1. Controller design  

Let us assume, that the sensor and actuator transfer func-
tions are unity and controlled system is 
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Structure of the controller designed using the method of in-
verse dynamics is 
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Controller parameters are: Kc = 1, TI = 40 [s], TD = 7.5 [s], 
b=c=1 and they correspond to the desired dynamics of con-
trol λ = 40 [s]. The image of the controlled variable is 
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It is evident from (4), that controlled variable reach the zone 
of 1% insensitivity at the time about Treg = 5λ = 200 [s]. When 
we require to reduce the settling time to its half λ = (40/2) [s] 
= 20 [s], it is easy in theory. It used to be sufficient just to 
change the value of controller gain to Kc = 2. As follows from 
(4), the size of the response to the disturbance step will 
decrease, but the settling time will not. That leads to the 
"adjusting" the process. Generalized method of desired 
dynamics [5] allows to specify the dominant time constant of 
the required model. When retain the previous value λ = 20 
[s], we can use this method to design proper controller for 
both tracking and disturbances rejection with the structure 
(3) and following parameters Kc = 5, TI = 33.3 [s], TD = 7 [s], 
b=0.6, c=0.43. Controller parameters were calculated for the 
model of the controlled system GM(s) = (1+10s)-2.  

Such designed control system will not be too deteriorated 
with the block with irrelevant time constant. In our case that 
means the actuator with linear transfer function, immediate 
tracking of the correction controller value. This requirement 
is not possible in theory. 

The original parameter design was based on the 
transmission properties of the system. Assuming a system 
(2), it is sufficient to simply choose an integration time 
constant of the actuator TM with respect to the desired 
dynamics λ = 40 [s] such that system (1) will have a phase 
shift circa 5.7º at the frequency λ-1 = 0.025 [rad.s-1]. That 
means TM ≈ 0.1λ = 4 [s]. Controller with two degrees of 
freedom was designed for λ = 20 [s] with corresponding 
actuator time constant TM

 = 2 [s].  

These were our theoretical knowledge used to determine 
actuator parameters. If the system on Fig. 2 was completed 
with the actuator model (1), resulting processes were not 
significantly changed. The shape of the signals was not 
changed nor for different sizes of the control signal nor the 
disturbances. This fact was contrary to our practical 
experience. Such a model behaved as a linear circuit. The 
quality of transitional processes depends only on changes of 
controller parameters. This leads us to improvement the 
model of the actuator.  

2. Properties of electric drive  

Electric actuator is a complicated device (see. Fig.4). In 
most cases is the rotational movement converted to the 
translational one. Electromechanical connection provides 
disconnection of the power when the rod moves out of 
range. Actuator also contains a potentiometric transmitter, to 
allow measuring the position of the rod. Movement of the 
rod has an integrating character and its time constant is 
usually referred as the time required getting the rod from 
one limit position to another.  

(Dis-)energising of the actuator can be modelled as non-
linearity (relay type). Since we have two directions of 
movement, we have to use two similar control blocks or 
model them as a symmetric relay with dead zone b. 

 
Fig.4  Model of the actuator 

For digital implemented controller, the relay control is often 
implemented in the computer (microprocessor). This part 
corresponds with the gray framed part in Fig.4. When 
assuming the sampling period Tv and the dead band b small, 
the whole system on Fig. 4 can be simplified for the 
purposes of simulations and determination of TM as shown 
on Fig. 5. 

When we replace the linear actuator (1) with the structure 
according to the Fig. 5, we have to realize that we analyze 
the linearized, but not the linear system. It is not sufficient to 
consider only the values of parameters, but also the sizes 
and ranges of signals must be considered. The actuator is 
not a low pass filter, but a non-linear one. It can pass the 
signal m(t)=Asin(ωt+ξ) without distortion, when the condition 

MTdt
tdm 1)(

≤  (5) 

is satisfied. Theory of non-linear filters is described for 
example in [6]. Their base lies in sliding modes. They can 
be used to implement the pure derivation and they can 
suppress uncertainties – to linearize.  

 

  Fig. 5 Improved model of the actuator 
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System according the Fig. 5a operates in two basic modes – 
a) tracking the input signal and b) limits derivatives of the 
input. Affect of such derivative limiter on the quality of 
transitional processes can be seen on Fig. 6a, 
corresponding to the unit step change of the control and 
disturbance. The signal y1(t) corresponds to the controller 
(3) with Kc=b=c=1, the signal y2(t) corresponds to  the 
controller (3) with Kc=2, b=c=1 and finally, the signal y2DOF(t) 
corresponds to the controller (3) designed as a controller 
with two degrees of freedom.  

 
Fig. 6 Effect of the derivation limiter on signals 

Effects of the actuator on the system are even more visible, 
when we change the size of the steps are increased to the 
value of five (see Fig. 6b – controller parameters are the 
same as in Fig. 6a). From the above signals it is clear that 
the dynamics of the system is different for control and for 
rejecting disturbances. Above is true also when the 
controller is designed with two degrees of freedom. One of 
the possible solutions to limit the impact of actuator is to 
deploy a filter into the control loop.  

 
3 Identification of the actuator time 
constant 

The base for a following analysis is a generalized method of 
inverse dynamics. Principle of this method was stated as 
follows [5]: Let the controller behaviour is the same as the 
non-ideal first order tracker with  

( )
λs

sGwy +
=

1
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then the transfer function of the disturbance is  
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λ
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These transfer functions corresponds to the diagram on Fig. 
7a. If the controller is designed using the method in [5], in-

stead of the controlled system we use the required model of 
the controlled system. Simplified diagram of control system 
is in Fig. 7b. It is evident from (7) that requirements on dis-
turbance transfer function are lower.  

 
Fig. 7  Alternate system diagram 

 
Assuming that the transfer function of the real servo actua-
tor is GSP(s), then we can model the effects of the distur-
bance and control signal on controlled system (non-linear 
system described as linear one)  
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and it can be rewritten using the method of inverse dynam-
ics to the 
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It is clear, from the relationship (9), that if we choose TM ≈ 
0.1λ, transfer function of the disturbance (7) will be changed 
only minimally. When the amplitude of the signal generated 
by the D-component of the controller KRTDs is large enough, 
then it will be transferred with its nominator (1).  

For linear system we can claim that there will be virtually no 
change also in the transfer function of the control (6). In 
particular, we mean the derivation of the set-point step 
change. When considering also the implementability of the 
controller D-part, then we are interested in whether it is true 
Tf >> TM.  

When we consider in the numerator of (9) real properties of 
the actuator instead of the (1), then frequencies over the 
ω>TM

-1 will be filtered. Furthermore, when considering an 
ideal Dirac pulse at the input of the system in Fig. 5, it will 
not be transferred to the output at all. When the D-part will 
be implemented as the 1st-order filter, then the response of 
the feedback circuit may be a function of the size of the 
step, Tf constant and system parameters. From the outside, 
this may occur that the real actuator will block out the effect 
of the D-part of the controller in the control line. Note, that TI 
≥ 4 TD and λ = f(TI). 

For the system (6) is the response of the controlled value 
y(t) on the set-point step w(t) given y(t)=A0(1-e-t/T), where A0 
is the step size. When A0=1 or A0=7, the ±1% band is 
reached at the same time (approx. 5λ). This is the property 
of linear systems. 

Linear system on Fig. 7b remains unchanged when we add 
a block with transfer function ,,1’’. The simplest possible 
replacement for the actuator is on Fig. 5a. On the Fig. 5a is 
integrator pictured as a non-linear block. Its implementation 
is on Fig. 5b. When the tracking block (Fig. 5a) is added to 
the Fig. 7b, we obtain system on Fig. 8.  Outwardly, the both 
systems should have the same behaviour.  While for the 

55AT&P journal  PLUS1 2010

APPLICATIONS OF CONTROL SYSTEMS



system on the Fig. 7b it doesn't matter if the size of the step 
is one, five, or ten, for system on  Fig. 8, we have to choose 
the proper value of the time constant TM. When we choose 
TM ≈ λ*,  λ* = 0.1λ,  for the step of size 1, TM ≈ 0.2λ* for the 
step size 5 and TM ≈ 0.1λ* for the step size 10, responses 
(see Fig. 7b and Fig. 8) will be almost the same. It is obvi-
ous that the TM for step 10 suits also for step 1.   

 
Fig. 8  System modified with tracker block 

 
Signals on Fig. 9 are drawn for λ = 40 [s]. On this figure, 
numerical index represents the size of the control step. 
When the index a is added, actuator time constant corre-
sponds to a step size 10 (maximum). When the index a is 
missing, the actuator time constant corresponds to a step 
size 1. Figures  a) and b) are not normalized, while c) and d) 
are. 

Relationship (5) can be based on the rewritten in the form  

0A
TM

∗

≤
λ

      (10)  

Similarly to the relationship for the calculation of the sam-
pling period, also there the actuator time constant is not a 
function of the derivative time constant of the controller. 
Such designed actuator time constant limits the effect of the 
D-part of the controller. 

  
4  Impact of sliding modes  
on properties of the actuator relay 

The relationship (10) was derived using the theory of sliding 
modes. In the system according the Fig. 8 the sliding mode 
occurs when the condition (5) is satisfied. This is 
characterized by the zero amplitude of the oscillation 
frequency and infinite frequency on the input of the non-
linearity. Oscillations with infinite frequency could eventually 
destroy the mechanical parts of the system like the gears, 
valve packing, etc. Thus it is necessary to limit the 
frequency of oscillations. This can be achieved by 
introducing the zone of insensitivity b. Transfer function of 
the ideal relay is changed to the relay with insensitivity and 
hysteresis (see Fig. 4).  

System in Fig. 4 is a non-linear digital system.  Analysis of 
this circuit is out of the scope of this article. Here we just 
note, that improper sampling period with respect to the 
insensitivity zone, then the serial connection of the sampler 
and relay with the insensitivity zone will show the same 
behaviour as a relay with hysteresis. For the proper design 
of the ratio Tv and b we may use the relationship Tv<2TMb. 

Conclusion 

In our paper we analyzed the impact of the actuator on the 
properties of the control system. The result is a simple 
relationship whereby we can determine the actuator 
integration time constant so that it acts as an action follower 

of the disturbance controller designed using the generalized 
method of inverse dynamics. 

  
Fig.9 Signals in the system 

  
We didn't confirm the fact that the D-part of the controller 
can be simply rejected. For such designed controller can the 
effect of the D-part considered limited and the weighting 
coefficient in controller (3) can be set to zero. Similar, but 
much less visible is the actuator effect on the P-part of the 
controller. 

Taking into the account the fact that we are able to measure 
the flow through the valve, and then the above can also be 
used for linearization of the valve flow characteristics. Non-
linear "amplification" of the valve transfer characteristics is 
then additional parameter to be considered when selecting 
the actuator.  
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The argument that "sometimes it is not important whether 
the D-part of the controller is on or not," can be found even 
in systems without electric motor drives. Using (3) and [5] 
one can show that for certain classes of properly controlled 
systems and proper practical task there is no difference if 
we use the PI, or PID controller. This, so-called over sizing 
controller, quite often occurs in systems with time delay.  
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Resolution of robot kinematic 
redundancy as a problem 
of adaptive control 

Anton Vitko, Ladislav Jurišica, Andrej Babinec, František Duchoň, Marian Kľúčik 

Abstract 
The redundant robotic arm posses some advantages over the non-redundant ones.  
The most significant advantages are the great dexterity in tight spaces where the 
arm motion is strongly restricted and the possibility to optimize the arm motion. The 
numerical inversion of Jacobi matrix of a redundant manipulator may cause a prob-
lem. Therefore the paper presents an approach in which the pseudo-inversion of  
Jacobi matrix is obtained on–line in a closed loop control scheme. Both the redun-
dancy resolution and motion optimization run simultaneously. Simulation experi-
ments have shown that the designed control scheme exhibits a sufficient robustness 
with respect to the inexact estimation of the pseudo inverse of Jacobi matrix J+. 

Keywords: closed loop redundancy resolution, optimization 

Introduction 

Practical interest in redundant industrial robots comes from 
their numerous applications. The kinematically redundant 
robotic arms posses higher dexterity in performing techno-
logical tasks. Kinematically redundant robotic manipulator is 
a robotic arm possessing more degrees of freedom (DOF) 
than are necessary for establishing an arbitrary position and 
orientation of the end effector in a working space. 

The requirements laid the arm dexterity; tool position accu-
racy, operation velocity and the closely related dynamic 
performance (mainly the robot’s ability to keep the transition 
tracking error low) have introduced problems which call for a 
more sophisticated treatment of both kinematic and dynamic 
problems.  

Supposing that each joint has the only one degree of free-
dom (DOF), the minimum number of joints needed for ma-
nipulation in 3D space is six. However, a manipulator pos-
sessing only six DOFs could be limited with respect to the 
need of following an arbitrary (but otherwise permissible) 
trajectory, for instance to avoid obstacles in the task space 
or prevent the arm from reaching a singular configuration in 
which the robot arm may loss its original DOFs. A singular 
configuration may be characterized by very high (non-
realizable) joint velocities or inability to translate or rotate in 
certain directions. Unfortunately, assets of additional DOFs 
are often paid off by a more complex control law. The rea-
son is in that the effector’s motion is controlled indirectly by 
controlling the relative position of adjacent links. That gives 
rise to a fundamental problem, namely to resolve the in-
verse relation between the joint and Cartesian coordinates. 
Let us consider that robotic arm consists of n joints. Then 
the direct kinematics model is expressed by eq. (1) 

)]([)( tqFtx =  (1) 

or alternatively in terms of velocities 

)()]([)( tqtqJtq
q
Fx &&& =
∂
∂

=  (2) 

where mRx∈ , nRq∈  are Cartesian and joint vectors re-
spectively, and J denotes the nm×  Jacobian matrix of par-
tial derivates of F. Then the inverse kinematic model trans-
forms the Cartesian velocity vector x&  to the joint velocity 
vector q&   in accord of (3) 

)()]([)( txtqJtq && +=  (3) 

where  +J  stands for a generalized inverse of the nm×  
Jacobian matrix. In the case of a redundant manipulator, the 
inequality nm <  is valid there is (n-m) redundant joints. As 
a generalized inverse, the Moore-Penrose pseudo inverse 
of J is frequently used [1], which yields the unique minimum 
Euclidean norm of the vector of the joint velocity q& . As 
discussed in [1], the following argument may be raised: 
although the minimization of the joint velocity is certainly 
desirable the point of view of a measure of the dynamic 
performance, a potential drawback consists in using the 
Moore-Penrose inverse. The Moore-Penrose inverse of a 
matrix, whose elements are functions of q, is leads to high 
computational burden. If the nm×  Jacobian matrix )(qJ  
has full rank in a certain domain then the pseudo inverse is 
given by the explicit formulation (4) 

1)]()()[()( −+ = qJqJqJqJ TT  (4) 

 The matrix multiplication and the calculation of the nm×  
matrix inversion can’t be avoided if one wants to obtain an 
explicit expression for )(qJ + . With this fact kept in mind, in 
the authors’ paper [2] a control scheme for resolution rate 
control of redundant manipulator was presented, utilizing an 
adaptive regulator in which +J  is updated and used as in 
the role of  a gain matrix. As an extension of this work, this 
paper presents a generalized approach, being more univer-
sal while preserving all advantages of the original one. To 
be more specific the original scheme is supplemented by an 
optimization scheme based on the projection of the ho-
mogenous part of a general solution of (2) onto the null 
space of Jacobian matrix J. Let us recall that the general 
form of direct kinematics at the velocity level is 
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xqqJ && =)(  (5) 

The general solution to (5) consists of the two parts as fol-
lows 

ρ)]()([)( qJqJIxqJq ++ −±= &&                   (6) 

where ρ  is arbitrary vector, and 

np qqq &&& +=                                                      (7) 

The pq&  is a particular solution satisfying the required motion 
i.e. a solution from the subspace spanned by the rows of the 
Jacobian matrix i.e. 

n
p Rqq ∈= && │ xqJ && =  for a given x&             (8) 

The second part ρ][ JJIqn
+−=&  is a homogenous solution 

within the null space of Jacobian i.e. 

n
n Rqq ∈= && { │ }0=qJ &                                   (9) 

For any desired Cartesian velocity x&  the homogenous ve-
locity nq&  can be arbitrary chosen, so that it can be used to 
meet various optimization criteria. Further specification of 
the projection idea depends on the choice of the vector ρ . 
From the viewpoint of reaching the extreme value of a given 
scalar performance criterion H(q), it is natural to substitute 
the gradient of a given criterion for the vector ρ . Then (6) 
will take the form [3, 6] 

)()( qgradHJJIKxJq ++ −±= &&                (10) 

In particular, the control scheme was verified for the per-
formance criterion securing that joint angles will not reach 
given limit values. The criterion has the form (11)  
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where jq  is the j-th joint angle, maxjq and minjq  are the upper 

and lower limits of the joint angle jq  respectively. It is clear 
that the criterion (11) penalizes the joint angles being near 
to their limit values (value of H(q) rises as the joint angle 
approaches its limit) and goes to the infinity at the joint lim-
its. By this action the angles between each couple of con-
secutive arms are kept as much as possible away of   their 
limits. In other words, during the arm motion the joint angles 
are forced to be the least possible. 

1. Synthesis of control algorithm 

On account of brevity here are presented only the basic 
ideas from which the control algorithm stems. A full deriva-
tion of them is found in [5]. The principal idea of the synthe-
sis is based on a conversion of the original inverse kine-
matic problem, comprising both evaluation of the +J and 
successive determination of the q(k+1) from the previous 
one, into a control problem. For this purpose let’s rewrite (3) 
into a discrete form: 

)]()1()][([)( kxkxkqJkq d −+=∆ +  

)()()1( kqkqkq ∆+=+                             (12) 

where )1( +kxd  stands for the vector of desired values of 
Cartesian trajectory. That means in essence, that an integral 
controller with variable gain was included. As a controller 
gain matrix, the pseudo-inverse +J  with continually updated 
entries is used. The system scheme for the closed loop 
control is depicted in Fig.1. 

 
Fig.1 Adaptive control scheme 

Let us suppose that the mean of random disturbances act-
ing on the manipulator is equal to zero. Then to estimate 

+J , i.e. the controller gain matrix, each control step may be 
done by applying  algorithms of stochastic approximation in 
a deterministic fashion. In order to ensure “sufficiently ex-
cited trajectory”, the algorithm is augmented with an active 
experiment [5]. The active experiment is based on the fact 
that, the “n“ estimating steps are embedded between each 
couple of consecutive control steps i.e. between each cou-
ple )]1(),([ +∆∆ kqkq . In particular, the series of “n” mutually 
orthogonal vectors )(iq∆ , i= 1,2….n, is generated by 
Gramm-Schmidt ortogonalization algorithm. Consequently, 
the estimation of the +J  takes at least theoretically, just “n” 
steps. Then the estimation algorithm is the form: [2, 5] 

T
ii

i
T
i

JJiJiq
JJ

iJiJ ])()([1)()1( +++ −∆+=+  (13) 

where iJ  , i =1,2…n stands for the i-th column of the Jaco-
bian matrix. The complete closed loop control scheme is 
shown in Fig. 2, where J(k), )(kJ +  stands for the )]([ kqJ , 

)]([ kqJ +  respectively. 

 
Fig.2 Scheme of the closed loop control 

The block of updating the )1( ++ kJ  works in accordance 
with the algorithm 

for k=0 to < number of program steps > do 
begin 

)()1( kJJ ++ = ; 
begin 
for i=1 to n-1 do 

=iJ < i-th column of >+ )1(J  
1)()( −= i

T
i JJiγ ; 

T
ii JJiJiqiiJiJ ])()()[()()1( +++ −∆+=+ γ ; 

end 
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)()1( nJkJ ++ =+  
end 

where )(iq∆  is a vector having 1 in its i-th entry, while zero 
elsewhere. It means that within each programming step, 
counted by the parameter “k“, runs just “n“ updating steps. 
The initial value )0( =+ kJ  may be chosen equal to unit 
matrix. 

As far as the stability of the closed loop is concerned, it 
could be shown [5], that the stability margin will be great if 
product +JJ approaches the unit matrix. But simulation ex-
periments have shown that the control scheme exhibits 
sufficient robustness to both uncertainties in determination 
of the +J  and size of sampling period. 

2. Simulation experiment 

Simulations were performed to verify the feasibility of the 
proposed optimization scheme. A 3 DOF planar manipulator 
(Fig. 3) was required to trace a straight line starting from 
various initial conditions and ending in origin. 

The manipulator possesses three revolute joints. Each joint 
is individually actuated and the arm operates in over the 
horizontal plane. Considering the end-effector position only, 
the arm is redundant, having r=1 degree of redundancy 

 
Fig.3 Three DOF planar manipulator 
The model of direct kinematics is given by (14) 

)cos(
3

1
i

i
i qlx ∑

=
= ,  ∑

=
=

3

1
)sin(

i
ii qly  (14) 

with the arm lengths, l1=10, l2=20, l3=15. The corresponding 
Jacobian matrix is: 

⎥
⎦

⎤
⎢
⎣

⎡ −−−
=

3cos3,2cos2,1cos1
3sin3,2sin2,1sin1

)(
qlqlql
qlqlql

qJ  (15) 

Optimized movements of the links with are presented in 
Fig.4. It shows consecutive configurations of the arm if the 
optimization is switched on. It is clear that in this case, the 
angle 1q  is kept far from its limits. Its value varies as close 
to the centre of its permissible range. It can be observed 
from Fig.4 that range within which varies angle q1 is from 
135° to 75°, hence it is within limits °≤≤ 1500 1q . 

An interesting dependence on the number of control steps 
exhibit tracking errors xxe d −=1 , and yye d −=2   where x 
and y are Cartesians of the end-effector As can be seen in 
Fig. 5 they are very low what implies high tracking accuracy. 
Observable errors occur only if the end-effector approaches 
the origin i.e. if number of control steps becomes greater 
them 50. Such behavior   is caused by the fact that the ori-

gin is one of the singular points, therefore the sensitivity of 
the Cartesian position x to the accuracy in setting of the 
angles qi is very high. Nevertheless, the maximum tracking 
error reaches the absolute value of 14101 −×  which is negligi-
ble with respect to the task space having the dimension of 
ten units. The high tracking accuracy is reached due to the 
adaptive scheme illustrated in Fig. 2.  

 
Fig.4 Subsequent positions of the robot  arm. 

 
Number of control steps 

 
                                                         Number of control steps 

Fig.5 Tracking errors 

Conclusions 

There was synthesized the adaptive feedback loop allowing 
updating the pseudo-inverse Jacobian matrix in each control 
step. To generate a “sufficiently excited trajectory”, which 
was needed for securing the quickest possible adaptation 
process, the algorithm was augmented with an active ex-
periment, namely “n“ auxiliary steps were embedded be-
tween each couple of consecutive control steps i.e. between 
each couple )]1(),([ +∆∆ kqkq . In particular, the series of “n” 
mutually orthogonal vectors )(iq∆ , i= 1,2….n , was gener-
ated by Gramm-Schmidt ortogonalization procedure and 
embedded between each couple of the control steps.  Due 
to this modification the estimation of the +J has taken just 
“n” steps. The algorithm has shown to be robust with re-
spect to the disturbances intentionally inserted into the cur-
rent values of +J and secures very low tracking errors. 
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Application of a Visual System 
for Mobile Robot Navigation  
(OpenCV) 

Peter Pásztó, Peter Hubinský 

Abstract 
The article is describing the possibility of using visual systems for mobile robot navi-
gation. It is especially intent on a circle and a rectangle sign of specific colour detec-
tion in any environment. You can find there computer vision algorithms descriptions 
(like histograms creating, colour filtering, circle and line detection using Hough trans-
form) which can step by step recognize the signs in the input image scanned by a 
camera. The created program uses OpenCV functions and therefore is able to rec-
ognize signs in real-time. The results of the algorithms in addition to recognized 
signs are also information about signs (like position of the centre of the circle sign 
and radius or the area of the rectangle). These data can be used for robot naviga-
tion, computing the distance from the sign and so on. 

Keywords: RGB model, colour filter, histogram, Hough transform, circle and line 
detection 

Introduction

This article is describing the possibility of using visual sys-
tems for mobile robot navigation. The navigated mobile 
robot will not use any other sensors for scanning 
the environment in which he is situated. It will use only 
the visual information from the camera. 

There will be shown various image processing algorithms 
that can obtain the most of visual information to navigate 
the robot on the basis of them. At the beginning it is neces-
sary to define the goals of the work – to decide what infor-
mation from the input image will be important. 

Functions of OpenCV (Open Source Computer Vision Li-
brary) are used for the image processing [1]. OpenCV is 
Intel’s optimized library for C/C++ and is designed 
for real-time applications. 

Objectives 

The goal is to create an application whose outputs will be 
enough information useable for robot navigation. 

The signs which robot must detect and identify and their 
meanings are needed to be defined. The shape and 
the colour of the signs are affecting the choice of used com-
puter vision algorithms. The colour of the signs should vary 
from the colours abound to make the robot work 
in a colourful environment. 

Let’s try to choose two signs at the beginning: a blue circle 
and a red rectangle. The target is to detect and identify them 
and calculate the distance from them. These data are use-
able for mobile robot navigation. 

Problem Analysis 

The sign recognition is a sequence of computer vision algo-
rithms. There are several ways for shape recognition 

in an image. In this case it is advantageous to sort out only 
the important pixels from the image right after it had been 
scanned. It is possible to do that because the colours 
of the signs are known. There can remain some unwanted 
pixels in the image after filtering the red and the blue pixels 
because there can be other objects with the same colour 
in the environment. Therefore shape recognizing algorithms 
are also needed to be used. The sign recognition steps 
should be the following: 
• Image filtering (blue and red pixels) 
• Converting to greyscale image 
• Circles and lines detection 
• Forming a rectangle from the detected lines 
• Calculating the distance from the signs 
• Determining the location according to detected signs 

The Hough transform is used for circle and line detection 
because this method can detect objects which can be 
described with an equation [3] [4]. This method has some 
other advantages which will be mentioned in the next chap-
ters. 

Colour filtering 

Colour filtering is founded on selecting the pixels of certain 
colour from the image and removing every other pixel. But 
the colour of the sign in the scanned image is not the same 
on all pixels of its area. The real colour of each pixel 
of the sign in the scanned image depends on many factors 
(like illumination or camera distortion). So to sort out only 
the pixels of the sign (but every its pixel) a filter for a range 
of colours should be applied. This range of colours is also 
not fixed. It depends on light conditions. If the light intensity 
is higher the same sign is lighter in the scanned image 
as the sign scanned in lower light intensity. 

Therefore the colour filter must adapt to light conditions and 
set the range of the colours according to the sign pixels 
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colour range to keep the sign in the image. Let’s see how 
the colours are represented in computer to know more 
about how to adapt the filter’s colour range. 

Colour representation in RGB model 
and histograms 

The colours in RGB model are represented by combination 
of three basic components (red – R, green – G, blue – B) 
[2]. The maximal intensity of every component creates white 
colour and the zero intensity of every component creates 
black colour. Fig. 1. is showing an RGB cube from different 
angles of view and with step of colour components intensi-
ties of 12. 

Let’s say that for example the blue sign has to be filtered out 
(the same will be with the red sign only the position in RGB 
cube will be different). 

On the dependency of the light intensity the colour ranges 
of the filter will shift on the cube axes and also the ranges 
can increase or decrease. These variations are mathemati-
cally nondescript. We should look at this problem from dif-
ferent view. 

After studying the RGB cube we can find out that 
the intensity of blue component is always higher than 
the intensity of the other components if we want to stay 
in the blue part of the cube. It is logical – if the colour 
has to be blue the blue component must dominate otherwise 
the colour should be different. Using this knowledge could 
help to set the colour ranges of the filter. 

 For setting the ranges of the filter histograms can 
be used. In our case a histogram is a bar graph which 
shows the quantity of every pixel of certain intensity 
in the image. If the image consists of colour pixels of RGB 
model there will be three histograms for each channel 
of the image. A histogram example is shown in the fig. 2. 
The scanned image is divided into RGB channels 
and a histogram is created for every channel. 

The local maxima in the histograms are showing the most 
often occurrences of pixels of certain intensity in the image. 
The global maximum does not mean that pixels of this in-
tensity are the pixels of the sign. It depends on the distance 
of the sign from the camera (how big area 
of the image the sign fills in). After having a look 
at the histograms the colour ranges of the filter could be any 
of their “knolls”. By choosing the right “knoll” in each histo-
gram the probability of filtering out the pixels of the sign is 
very high. The meaning of the word “knoll” is needed to be 
defined. It is a range in the histogram which begins 
in the place where the values in the histogram are starting to 
increase (1). Local maximum is a place where the values 
are starting to decrease (2). The end of the range is a place 
where the values are starting to increase again or the value 
is zero (the new range begins there) (3). 

Mathematically: 

( ) ( )1 0y i y i− + <  (1) 

( ) ( )1 0y j y j− + >  (2) 

( ) ( )1 0y k y k− + < , k j>  or ( )1 0y k + =  (3) 

Using this mathematical description the sign can be filtered 
out from the image while trying to combine every possible 
range in the histograms. It can take a long time to set the 
filter but the knowledge about that the blue sign has its blue 
component higher than the other components can decrease 
the time of setting the filter. 

 
Fig. 1 RGB cube from different angles of view 

In OpenCV this kind of colour filter is realisable by using 
the functions cvCreateHist and cvCalcHist. The output im-
age after using colour filter is converted into greyscale im-
age. 
The application of this colour filter is shown in the fig. 3. 
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Fig. 2 Histograms for RGB channels of the image 

 
Fig. 3 Demonstration of well set colour filter 

Circle and ellipse detection in the image 

The colour filtering helps to detect the signs in the image 
and accelerates the detection because it removes 
the not needed pixels. The filtered image is an input 
for other functions for circle detection. 

The circle detection is a complicated process which can be 
solved in several ways. One of the useful ways is edge 
detection from filtered image and using the Hough transform 
for circle detection. The advantage of using the Hough 
transform is that after detecting a circle the information 
about its location and radius is known. These data can be 
used for calculating the distance of the robot from the sign. 

If the camera is not in the same plane as the circle sign 
the scanned sign in the image will be an ellipse. Therefore 
another problem is to recognize the ellipse in the image. 
After doing that the angle of the robot from the sign can be 
calculated on basis of the length of the ellipse axes. 

In OpenCV is a function cvHoughCircles (has built in edge 
detection) to detect circles in the image using Hough trans-
form. But there is not a similar function for ellipse detection. 
Instead of it a different method has to be used. This can be 
done by finding contours in the image (using function 
cvFindContours) and approximate the contours with an 
ellipse (using function cvFitEllipse). The result of circle de-
tection is shown in fig. 4. and the result for ellipse detection 
is in fig. 5. 

 
Fig. 4 Circle detection 

 

Fig. 5 Ellipse detection 

Rectangle detection 

The rectangle detection is the final part of this work. 
The pre-processing of the image is the same as it was 
at circle detection. So the input image is filtered and edges 
are detected in it. The Hough transform can also be used 
for rectangle detection but only for detecting the lines. 
After line detection in the image the lines that can form 
a rectangle have to be sorted out. 

The mathematical equation of a line can be used for sorting 
out the needed lines. Every rectangle consists of four lines 
and each pair of lines contains right-angle. So the function 
for rectangle detection calculates the intersection of each 
line using the following equations (the coordinates 
of the beginning and the end of the lines are known): 

1 1 1 1 1

2 2 2 2 2

:

:
p p p p

p p p p

p y k x q

p y k x q

= +

= +
 (4) 

If the lines are intersecting then xp1 = xp2 = xs and 
yp1 = yp2 = ys. The intersection can be calculated: 

1 1 2 2

2 1

1 2

1 1

p s p p s p

p p
s

p p

s p s p

k x q k x q

q q
x

k k

y k x q

+ = +

−
=

−

= +

 (5) 
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The coefficients kp1, kp2, qp1 and qp2 have to be calculated. 
If the begin and the end coordinates of the lines are  
[p1.x, p1.y] and [p2.x, p2.y] the line can be described 
with equations where these points are substituted to (coeffi-
cients k and q are the same): 

( )

1 1

2 2 2 2

1 1 2 2

1 2

1 2

2 2

. .
. . . .

. . . .
. .
. .
. .

p y k p x q
p y k p x q q p y k p x

p y k p x p y k p x
p y p yk
p x p x

q p y k p x

= ⋅ +
= ⋅ + ⇒ = − ⋅

= ⋅ + − ⋅

−
=

−
= − ⋅  (6) 

On the basis of these equations the intersection of two lines 
can be calculated. After calculating all the intersections 
the Pythagoras' theorem is used to verify the lengths of the 
sides of the rectangle. 

For line detection the OpenCV's cvHoughLines2 function is 
used. The result of rectangle detection is shown in fig. 6. 
and it also shows the circle detection. 

 
Fig. 6 Circle (red) and rectangle (green) detection 

Summary 

A program for sign detection was created. It can detect 
circle and rectangle signs and works reliably. It has 
an automatic colour filter setting option which uses histo-
grams for setting. 

Except of sign detection the program is also supplemented 
with subtasks that can compute data useful for mobile robot 
navigation. These data are position of the centre of the sign 
in the image, radius or area of the detected signs which can 
be used for distance calculation or angle calculation. 

The pictures in this document are also the results 
of the experiments. They are showing that the detection 
works well and they contain the listing of the data useful 
for navigation. 

 

 

 

 

 

 

By using OpenCV the program works in real-time. It is able 
to detect the signs in a very short time even if the camera is 
moving. 
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Navigational maps based  
on the GPS data 

Jaroslav Hanzel, Marián Kľúčik, Ladislav Jurišica 

Abstract 
The contribution deals with a problem of the autonomous robot navigation in the unstructured outdoor environment. The 
robot employs the navigational data from the RNDF map in the form of the GPS coordinates. The global position data is 
transformed to the local navigational map. The attention is devoted to the conversion of the the global WGS 84 coordinates 
of the waypoints to the local Cartesian coordinate system. 

Keywords: autonomous mobile robot, navigation, RNDF map, GPS coordinates, 
reference ellipsoid, WGS 84 

Introduction

Autonomous mobile robot is an object capable of motion, 
observation of its environment and decision making. Control 
system of the robot has to be able to acquire and to 
maintain a model of the working environment, to localize the 
robot in that environment, to plan a target and means of its 
achievement. As a navigation of the robot in the 
environment is considered its motion along planned 
trajectory and simultaneous determination of its position. 
Robots internal representation of the working environment 
from its perspective is considered as the map of the 
environment. Robot has to be able to determine its own 
position in the map, that means to solve the localization 
problem. It is not a trivial problem because of the uncertainty 
of an odometry and sensed data. Generally the robots 
employ two main types of the maps, the global and the local 
maps, which differ themselves in their properties and their 
applications. The global as well as the local maps represent 
only those aspects of the environment, which are needed to 
resolve the given tasks. This contribution is to be inscribed 
to the robot navigation in the unstructured outdoor 
environment with reference to global map in the form of a 
RNDF map with GPS coordinates. In order to navigate the 
robot, it is essential to transform the given map to the local 
robots navigation map. 

1. Route Network Definition File (RNDF) 

The Defense Advanced Research Projects Agency 
(DARPA) has been funding the development of many 
modern technologies with worldwide applications. The 
DARPA organized prize competition for autonomous 
vehicles known as a DARPA Grand Challenge. The third 
competition of the DARPA Grand Challenge, is known as 
the "Urban Challenge". To meet the objectives of the Urban 
Challenge, a team’s vehicle must complete multiple 
missions over a so called 'route network' [4]. A ‘route 
network’ is defined as the set of roads and areas in which 
an autonomous vehicle may travel. In order to represent the 
route networks, the Route Network Definition File (RNDF) 
was designed. 

The RNDF specifies accessible road segments and 
provides information such as waypoints, stop sign locations, 
lane widths, checkpoint locations, and parking spot 
locations. In addition to road segments, the RNDF specifies 
free-travel ‘zones’, that have a defined perimeter, but 

without any waypoints provided. Zones are used to 
represent parking lots and areas with moving or stationary 
obstacles or vehicles [5]. 

1.1 Road Segments 

The RNDF includes one or more road segments. Eeach 
roadsegment comprises from one or more lanes. The basic 
road segment scheme is shown in Fig. 1. 

 
A ‘segment’ is characterized by the number of lanes and the 
street name. A ‘lane’ is characterized by the nominal width 
of the lane, the lane markings, and the ordered set of 
waypoints associated with the lane. The ‘waypoints’ are 
generally placed at the centre of the lane. The waypoint 
location in terms of the geodetical latitude and longitude are 
fixed point numbers with six decimal places in decimal 
degrees. The travel proceeds from waypoint to successive 
waypoint in the lane. 

 

Fig. 1 The road segment M comprised of two lanes [5]. 

Fig. 2 Waypoint numbering scheme for segment M [5]. 
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The numering scheme of the segments, lanes and 
waypoints is illustrated in Fig. 2. Every element in the RNDF 
is specified by a unique identifier in one of the following 
forms: ‘M’, ‘M.N’, or ‘M.N.P’, where M, N, and P are positive 
whole numbers. Segments are identified using the form ‘M’. 
The Nth lane of segment M has the identifier ‘M.N’. The 
waypoints of each lane are identified similarly. The Pth 
waypoint of the lane M.N has the identifier ‘M.N.P’. 

Entry and exit waypoints may occur at the beginning, in the  
middle or at the end of the lane. The Fig. 3 shows an 
intersection in which an exit waypoint (D) at the end of the 
lane 2.2 is associated with entry waypoints A and E in the 
lanes 1.1 and 1.2, respectively. In addition, exit waypoints B 
and F in the middle of the lanes 1.2 and 1.1 are associated 
with the entry waypoint C at the beginning of the lane 2.1. 
Along the travel paths in the intersection (D to A, for 
example), there is an implied travel lane with a width equal 
to the minimum of the widths of the entry and the exit lanes 
[5]. 

In the RNDF there are indicated also 'stop signs', which are 
associated with the waypoints. In Fig. 3, the stop sign is 
associated with the waypoint D and is interpreted as a stop 
line passing through the waypoint D and perpendicular to 
the direction of travel [5]. 

An example of the RNDF map used at the mobile robot 
competition RoboTour 2007 [6] is shown at Fig. 4. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2. Local navigational map 

For the purpose of the mobile robot navigation in the 
environment, the control system utilizes a local navigational 
map. The local navigational map is simplified two-
dimensional model of the environment representation. 
Accordingly it is necessary to transform the GPS 
navigational data from the RNDF map to the local 
navigational map. 

2.1 World Geodetic System 

The GPS data is referred to unified global coordinate 
system named World Geodetic System 1984 (WGS 84). 
The WGS 84 geodetic system comprises of a standard 
coordinate frame for the Earth, a standard spheroidal 
reference surface (reference ellipsoid), and a gravitational 
equipotential surface (the geoid) that defines the nominal 
sea level. It has been in use since 1984 and the last revision 
took place in 2004. The WGS 84 coordinate system is a 
right-handed, Earth-fixed orthogonal coordinate system and 
it is graphically depicted in the Fig. 5. 

The coordinate origin of the WGS 84 coordinate system is 
the Earth’ centre of mass. In WGS 84, the meridian of zero 
longitude is an International Reference Meridian (IRM), 
which is defined by the International Earth Rotation and 
Reference Systems Service (IERS). The Z-Axis is defined 
by the direction of the IERS Reference Pole (IRP). The X-
Axis is defined by the intersection of the IERS Reference 
Meridian (IRM) and the plane passing through the origin and 
normal to the Z-axis. The Y-Axis completes a right-handed, 
Earth-Centered Earth-Fixed (ECEF) orthogonal coordinate 
system, measured in the equator plane, 90° east of the X-
axis [3]. 

Global geodetic applications require clear definition of three 
different surfaces. The first of these is the Earth’s 
topographic surface, which includes the landmass 
topography as well as the ocean bottom topography. In 
addition to topographic surface, a definition for a geometric 
or mathematical reference surface, the ellipsoid, and an 
equipotential surface called the geoid is required. 

The Earth is not a sphere, but an ellipsoid, slightly flattened 
at the poles and slightly bulging at the equator, which in 
mathematics is also called an oblate spheroid. The ellipsoid 
is used as a surface of reference for the mathematical 
reduction of geodetic and cartographic data. The World 
Geodetic System (WGS) represents an ellipsoid of which 
placement, orientation, and dimensions best fit the Earth's 
equipotential surface coinciding with the geoid. The system 
was developed from a worldwide distribution of terrestrial 
gravity measurements and geodetic satellite observations. 

The WGS 84 Reference Ellipsoid is defined by the four 
defining parameters: semi-major axis (a), flattening (f), 
angular velocity of the Earth (ω) and Earth’s gravitational 

Fig. 5 The WGS 84 coordinate system definition [3]. 

Fig. 4 A fraction of used RNDF file [6].

Fig. 3 Red dots are exit waypoints, blue dots are entry 
waypoints, and green dots are other waypoints. 
Waypoint D is also the stop sign [5]. 
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constant (GM). The defining parameters values are listed in 
Tab. 1 [3]. 
 
Parameter Notation Value 

Semi-major Axis a m6378137.0  

Reciprocal value of 
Flattening 1/f 563298.257223  

Angular Velocity of the 
Earth ω srad /107292115.0 11−×  

Earth’s Gravitational 
Constant 
(Mass of Earth’s  
Atmosphere Included) 

GM 238 /1083986004.41 sm×

Tab. 1 WGS 84 four defining parameters [3]. 

For our purposes it will be sufficient to consider geometric 
parameters only. Mathematically, a reference ellipsoid is an 
oblate spheroid with two different axes: an equatorial radius 
(the semi-major axis a), and a polar radius (the semi-minor 
axis b). The relation between two axes a and b is given by 
following formula:  
 

a
ba=f −  (1)

The numerical value of the the semi-minor axis for the WGS 
84 reference ellipsoid is b = 6356752.3142 m [3]. 

2.2 The position data transformation 

The goal of the transformation process is to calculate 
position data of the waypoints from the WGS 84 coordinate 
system to position data of the waypoints referred to the local 
coordinate system (LCS) utilized by control system of the 
mobile robot. The relation between the global WGS 
coordinate system and local coordinate system is depicted 
in the Fig. 6. 

 

The local coordinate system has the form of two 
dimensional Cartesian coordinate system in the Euclidean 
plane. This plain is defined as the tangent plane to the 
surface of the reference ellipsoid at the chosen point. This 
point also serves as the origin of the local coordinate system 
(Fig. 6). 

The first step in the transformation of the GPS coordinate 
data from the RNDF map, it is necessary to select the origin 
of the local coordinate system appropriately according to the 
given data set. The point named O with the coordinates of 
the mean value of the WGS spherical coordinates ( )λφ,  of 
the all waypoints WP was chosen as the convenient origin. 
Its coordinates are given as follows: 
 

( ) ( ) ( ) ⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
∑∑ NPNP=O

N

λ

N

φλφ,
11

, , (2)

where N is number of waypoints, φ  is the geodetical 
latitude and λ  is the geodetical longitude. 

Now it is necessary to computate the three dimensional 
geocentric rectangular coordinates (x, y, z) of the origin of 
the local system in regard to WGS defined at Fig. 6. The 
equations for the coordinates calculation are given as 
follows [3]: 
 

( ) λφh+N=x coscos  (3)
 

( ) λφh+N=y sincos  (4)
 

( )( ) φh+Nab=z sin/ 22 , (5)

where a is semi-major axis and b is the semi-minor axis of 
the reference ellipsoid, the h denotes the geodetic height 
(height relative to the ellipsoid), N denotes the radius of 
curvature in the prime vertical. It is defined by the equation: 
 

φe

a=N
22sin1−

, (6)

where e2 denotes the square of the first ellipsoidal 
eccentricity, which can be computed by the following 
equation: 
 

2

22
2

a
ba=e − . (7)

It is also one of the WGS 84 ellipsoid derived geometric 
constants with value 32 100146.69437999 −×=e  [3]. 

After definition of the local coordinate system origin, the 
second step is to define the equation of the LCS plane in 
rectangular geocentric coordinates. The general expression 
of the plane is given as follows [1]: 
 

0=D+Cz+By+Ax , (8)

where the constants A, B, C are the coordinates of the 
normal vector of the plane. As the LCS plane is also the 
tangent plane of the reference ellipsoid, the vector (A, B, C) 
is perpendicular to surface of the ellipsoid in the origin of the 
local coordinate system O. So the normal vector of the 
plane can be computed as the gradient of the ellipsoid at the 
point O. The mathematical expression of the WGS 84 
reference ellipsoid (oblate spheroid) in the Cartesian 
coordinate system is given by equation [1, 2]: 
 

Fig. 6 The WGS 84 coordinate system and the local  
coordinate system. 
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( ) 12

2

2

2

2

2
=

b
z+

a
y+

a
x:zy,x,F , (9)

where a is semi-major axis and b is the semi-minor axis of 
the reference ellipsoid. The gradient of the ellipsoid is given: 
 

( ) ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∇ 222

2z2y2x
b

,
a

,
a

=zy,x,F . (10)

Finally the equation of the LCS plane is given as follows [2]: 
 

1222 =
b

zO+
a

yO
+

a
xO zyx . (11)

The third step is to define the right-handed orthonormal 
Cartesian coordinate system in the LCS plane. So it is 
necessary in the LCS plane to define two reciprocally 
perpendicular vectors u, v of the length of 1 (m) at the LCS 
origin O. First there are two points defined at the ellipsoid 
surface with the positions exactly at east and north 
directions in regard of origin O as follows: 
 

( ) ( )c+O,O=λφ,UG λφ , (12)
 

( ) ( )λφ Oc,+O=λφ,VG . (13)

The constant c is optional angular distance of the suitable 
scale. The value of c = 0.1 was determined as sufficient. By 
the application of the equations 3, 4, 5 the WGS Cartesian 
coordinates (UGx, UGy, UGz) and (VGx, VGy, VGz) of the 
points UG and VG are calculated. It is essential to compute  
the projection of these two points UG and VG to the LCS 
plane. The two lines lu and lv perpendicular to system plane 
passing through the points UG and VG are defined. The 
parametric expressions of the lines lu and lv with the 
directional vector (A, B, C) passing through points UG and 
VG is given as follows, for Rt ∈ : 
 

( )
Ct+UG=z

Bt+UG=y
At+UG=x

:tlu

z

y

x
, (14)

 

( )
Ct+VG=z

Bt+VG=y
At+VG=x

:tlv

z

y

x
. (15)

It is necessary to compute the intersection points of the lines 
lu and lv with the LCS plane. We denote these intersects as 
UL and VL. The vectors defined by these points and the 
origin O determinate the directions of the positive half–axes 
of the coordinate system in the LCS plane. To obtain unit 
vectors, the normalization of these vectors is required. The 

orthonormal basis vectors u and v of the LCS in regard to 
the WGS are now given by following equations: 
 

( ) | |OUL
OUL=zy,x,u

−
− , (16)

 

( ) | |OVL
OVL=zy,x,v

−
− , (17)

where |x| denotes the length of the vector x. These two 
vectors u and v defines the transition from one coordinate 
system to another and the local coordinate system is 
completely defined.  

Now it is possible to proceed to the last step of the 
waypoints coordinates transformation process. It is 
necessary to perform the same procedure as in case of the 
calculation of the vectors u and v. For each waypoint WP in 
input data set, by the application of the equations 3, 4, 5, the 
WGS Cartesian coordinates (WPx, WPy, WPz) are 
calculated. Then follows the calculation of the coordinates of 
the perpendicular projections of these points to the LCS. 
The parametric equation of the line perpendicular to the 
LCS and passing through the point WP for the parameter 

Rt ∈  is given as follows: 
 

( )
Ct+WP=z

Bt+WP=y
At+WP=x

:tlwp

z

y

x
. (18)

The coordinates of the point WPL, given by the intersection 
of the LCS plane and the line lwp are calculated by 
application of the formulas 8 and 18. Finally the vector wp is 
computed by the application of the following equation: 
 

( ) OWPL=zy,x,wp − . (19)

To determine the LCS 2D coordinates of the point WPL 
lying in the LCS plane, it is necessary to find the expression 
of the vector wp, through the linear combination of the basis 
vectors u and v. The vector wp can be expressed by means 
of u and v: 
 

( ) ( ) ( )zy,x,βv+zy,x,αu=zy,x,wp . (20)

The local 2D coordinates of the WPL point are directly given 
by the computation of the coefficients α and β: 
 

( ) ( )βα,=ji,wp . (21)

This procedure is gradually applied to all waypoints in the 
given RNDF map. The resulting 2-D map of the road 
network is depicted in Fig. 7.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 7 The local navigation map based on the RNDF data [6] for the contest Robotour 2007. 
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Conclusion 

The aim of the submitted contribution was to make a 
proposal of the procedure for the transformation of the 
position data in the form of the GPS coordinates to the local 
navigational map. This map is used in order to control the 
motion of the mobile robot along the given trajectory. The 
navigational map has the form of two-dimensional Cartesian 
coordinate system. The transformation is based on the 
mathematical model of the Earth, the WGS 84 reference 
ellipsoid. The proposed procedure was also successfully 
verified on the real data. 
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New robust MRAS-based  
method for sensorless vector  
control of Induction Machines  

Jakub Vonkomer, Milan Žalman 

Abstract  
Sensorless vector control is an essential feature of every modern  
AC drive. Most methods are using voltage models for flux 
estimation, which suffer from pure integration problems. In this  
paper a novel robust MRAS-based speed estimator based on  
error between current estimators output and measured current  
is presented. Theoretical analysis of estimators and design of  
adaption loop are described as well. Finally, simulation and  
experimental results are presented. 

Keywords: sensorless control, vector control, model reference adaptive  
system, speed estimator, induction machine 

 
Introduction  
 

As known, induction motors are still the most commonly 
used motors in the industry, thanks to its good performance 
and low cost. 
Kinds of dynamic control of Induction machines, like Vector 
Control (Field Oriented Control) or Direct Torque Control 
(DTC) have become standard feature of industrial AC drives 
years ago. Original structures require using of mechanical 
speed sensors, but even at that time, the need for mechani-
cal speed sensor elimination was important. During the last 
two decades many and many different methods and algo-
rithms of speed estimation for vector control have been 
published. I will focus on adaptive structures – Model Refer-
ence Adaptive Structure (MRAS), which use two different 
observers. Usually these observers are using known volt-
ages and measured stator currents in less or more compli-
cated mathematical models together with motor parameters 
to estimate the rotor speed.  

1. MRAS structures 

MRAS (Model Reference Adaptive System) estimators are 
usually observing mechanical speed by using two different 
estimators or observers which one of them is speed de-
pendent. Basic schema of MRAS model is shown on figure 
1. 
The difference between estimators outputs is used for 
speed error reduction, commonly by PID controller, but it is 
worth to mention that in the recent years many papers de-
scribing adaptation by Fuzzy Logic or Artificial neural net-
works have been published. 
 

 
Fig. 1 General schema of MRAS system 

 
In  general MRAS models can be divided into three main 
groups[5]: 
1. Models based on error between two models of magnetic 
flux. They are „classical“ well-known structures. Schauder’s 
MRAS[4]is typical example of this group. Because these 
structures use voltage flux model, overall quality of the inte-
grator implementation and parameter sensitivity are main 
issues. Ohtani[6] describes torque based MRAS with better 
dynamic behaviour and less sensitivity to parameters varia-
tion, mostly stator resistance. 
2. MRAS based on models of back-emf, error vector is 
computed between measured and computed back-emf of 
motor. 
3. Structures based on the error of stator current. Stator 
current vector is observed by stator current observers and 
then compared to measured values. In  MRAS terminology, 
reference model is the real motor. These structures are not 
very well-know, therefore a focus on them will be put in this 
paper. 
 
As mentioned above, main advantage of this structure is 
absence of back-emf model which is unreliable and there-
fore unusable at speeds close or equal to zero. Proposed 
stator current error based MRAS will be later marked as 
MRASC in this paper. 
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Fig. 2 Simplified schema of proposed MRASC system 

2. Mathematical model of the estimator 

As seen, proposed method uses two main speed dependent 
observers. First is model of stator current of IM. The second 
one is model of rotor magnetic flux. Both the models are 
interconnected - model of current uses the results of flux 
model. 

2.1 Model of stator current of Induction machine 
This model is derived from the basic equations of Induction 
Machine[2] 
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Equation (1) can be further rewritten to Laplace transform 

and simplified:
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Fig. 3 Model of stator current 

2.2 Current model for rotor flux estimation[3] 
 
This model is based on equation originally formulated by 
Blaschke (often known as Blaschke equation)[1]. In the low 
speed region, flux components can be obtained more easily 
with currents and speed signals. This model is mostly used 
in closed-loop systems where rotor speed is known or at 
speeds close to zero thanks to its stability. Its main advan-
tage comparing to voltage model of rotor flux is absence of 
pure integrators. 
 
Current model for flux estimation in stator reference  
frame (α,β) : 

s
r

m
rr

r
r i

T
Lj

T
s ++−= ψωψψ ˆˆ1ˆ

   

(3) 

In reference frame oriented to rotor flux (1,2):

  
s

r

m
r i

sT
L

1
ˆ

+
=ψ

     

(4) 

Fig. 4 Same model of flux in reference frame oriented to 
rotor position (d,q) 

 
Using estimator oriented to rotor position gains several 
advantages over estimator in stator reference frame. Main 
advantage is the decoupling of both (α,β) components and 
processing of signals rotating at the slip frequency only, 
which is usually not more than couple of Hz. Furthermore 
park transform is non-dynamical transform. 

 
Fig. 5 Schema of final estimator 

Error signal is then defined as: 

( ) ( ) ( )*ˆ ˆr is s s r s s re i i i iα α β β β αε ψ ψ ψ= ℑ ⋅ = − − −% % %% %

 (5) ˆ ˆ
îs s se i i= − %     

 (6) 

2.3 Design of the adaptation loop 

Adaptation loop has been designed from the linearized 
mathematical model. 

Current model for flux estimation: 
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Model of stator current: 

( )
r

s s r r r
1 1 r

k1ˆ ˆ ˆˆi u j k
R T s 1 T

ψ ω ψ
⎛ ⎞

= + −⎜ ⎟+ ⎝ ⎠
% % %%

  

(9) 

( ) 00 0
1 1

1ˆ ˆ ˆ
1

r
s r r r r

r

ki jk jk
R T s T

ω ψ ψ ω
⎛ ⎞

∆ = − ∆ − ∆⎜ ⎟+ ⎝ ⎠

% % % %

 

(10) 

 

By combining together equations (8) and (10) together, 
following results are obtained: 
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2.3 Adaptation loop controller 

PID controller has been chosen as most appropriate control-
ler structure. Parameters have been designed using Inverse 
Dynamic method.  

By assumption in (15), a simple 2nd order transfer function is 
obtained which can be easily modified to satisfy the form 
(17): 

( )
( )1

1
1

1
rT s

T s
+

≈
+

      (15) 

 
Fig. 6 Control loop for controller design 

( )1G s ε
ω
∆

=
∆ %

     (16) 

Following bode plots demonstrate the comparison of original 
and simplified transfer function after assumption in eq. 15. 
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Fig. 7 Bode plot of original transfer function and the 

simplified transfer function used for controller design 

This transfer function derived in (14) can be easily modified 
to satisfy following form[3]: 

( ) 2 2 2 1
KG s

T s bTs
=

+ +     

(17)

 
In this case it is very convenient to use Inverse Dynamics 
method to design the controller. Inverse Dynamics is a ro-
bust method, providing aperiodic step response which is 
very helpful in this application. Different to Pole-Placement 
method where designing the poles, but zeroes can add 
undesirable dynamic to the system. 
 
By using mentioned method following formulas of PID pa-
rameters are gained: 

i
p

w

TK
K T

=
⋅  

  2iT bT=  2d
TT
b

=
  

(18)
 

Tw – required dynamics (time constant) 

 
Final simplified schema of the adaptation controller is shown 
on the following figure (Fig. 8).  

Fig. 8 Designed PID controller 

3. Results 

Several experiments have been done in Simulink. By build-
ing a close-to-reality simulation model in Simulink with in-
tensive using of SimPowerSystems toolbox blocks, experi-
mental test to parameter variation has been done. This test 
is a complex test of behaviour, due to fact that it does not 
only include stability analysis of the adaptation control loop, 
but effects of the parameter variation on the other loops, 
including current and flux controllers as well. 

Fig. 9 Simplified schema of the structure  
of tested system 

 

3.1 Parameter variation effects 

Following table demonstrates the overall performance and 
stability of entire systems due to variation of electrical pa-
rameters of the motor. 

Tab.1 Experimental analysis of motor’s electric  
parameters variation 
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3.2 Benchmark test, simulation 

Test consists of a simple speed reference signal containing 
several steps. First is step to 50Hz, then reverse to -50Hz 
followed by steps to lower and lower frequency down to zero 
to explore dynamic behaviour of the system at various 
speeds. 
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Fig. 10 Benchmark test: speed and torque 

This test shows overall performance of proposed method, 
including speed reverse possibilities and operation in the 
low speed region at the end. 

3.3 Dynamic load change transient test  
in high speed operation 

Test contains high speed operation at 50Hz followed by load 
change transients in time 1.2 and 1.6 respectively.  
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Fig. 11 High speed operation: speed and torque 

Figure 11 proves very good dynamic response of MRASC as 
well. 

3.4 Dynamic load change transient test  
in low speed operation 

Following test signal demonstrates operation at 5 rad/s, then 
fast reverse to -5 rad/s. Furthermore, there is a load change 
in time (1.2 s to 1.5 s) of 1.5 Nm in motor mode of operation 
and generator mode of operation in (2.2 s to 2.5 s) 
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Fig. 12 Low speed operation: speed and torque 

Plots show the excellent dynamic response of proposed 
sensorless speed method in low speed region. 
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Conclusion 
 
Not very well known approach of MRAS-based sensorless 
speed control method has been demonstrated. MRASC 
shows very good dynamic response and appears to be very 
immune to parameters variation, which is necessary in the 
industry, where stability and robustness against distur-
bances is essential. The mathematical model of the estima-
tor including the design of adaptation loop controller has 
been described. 
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Appendix 
 
Motor data (rated values) – wye connection used 
Pn = 1.1 kW 
Un = 230/400 V (delta, wye) 
In = 5 / 2.9 A 
Nn = 1380 min-1 
Pole pairs = 2 
 
Electric parameters 
Rs = 7.66 Ω 
Rr = 5.12 Ω 
Lm = 0.386 H 
Lr = 0.421H 
Ls = 0.421 H 
J = 0.005 kg.m2 
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Master-slave position 
servo-drive design  
of aircore linear motor  
with permanent magnets 

Tatiana Radičová, Milan Žalman 

Abstract 
Besides that establishment of linear motors on market was in reality pretty slow, it 
can be said that already nowadays there are linear motors relatively extended. 
Thanks belong to their extraordinary features like high dynamics, high position accu-
racy and especially during the operation there is no frictional force developed what 
contribute to increasing the lifetime of the motor, of course. A very important role 
performs correct control design of the linear drive. That is why we focus on this field 
in the following lines. Specifically, we will present positive effect of PID algorithm 
improved with the lead compensator and precorrection constants to the control per-
formance and control accuracy of position servo-drive LMPM. 

Key words: PID algorithm, lead compensator, Master slave control, position servo-
drive, Luenberger observer 

Introduction 

Nowadays, linear motors types are still more and more 
preferred thanks to their matchless features. Although in 
comparison with rotary motors, they are henceforward fi-
nancially demanding. It can be mentioned that a high speed 
trains, such as Maglev or Trans-rapid became famous by 
implementation these kind of motors in it. Linear motors 
however occur in various sectors, whether in electrotechni-
cal or electronic production (drives for operating and posi-
tion engineering, drives into machine tools,… ). 

In this paper we will pay attention to position servo-drive 
control design of aircore LMPM in consideration of control 
performance. Control performance possesses highly impor-
tant function in servo-drives. To achieve the best control 
performance precorrection is integrated into the original PID 
algorithm with lead compensator. Compared to the article [5] 
our asset is to presume positive effect of precorrection (real-
ized by Master-slave generator) and Luenberger observer. 

1. Current state of linear servo-drive 

1.1 Design of the motor 

A linear motor is substantially a standard synchronous or 
induction motor developed into the plane as can be seen in 
the figure below. 

 
Fig.1 Basic structure of linear motor 

Primary part (stator) is formed by ferromagnetic stack 
composed of laminations and by 3-phase winding inserted 
in its slots. 

Secondary part (rotor) is usually longer part, where in 
synchronous motors is designed by rare-earth permanent 
magnets (Nd-Fe-B) and in induction motors is formed by the 
squirrel cage located either in the slots of the ferromagnetic 
stack, or at least fixed on the steel base of the driven de-
vice. 

Most often the primary part is moving along a travel being 
formed by an arbitrary number of secondary parts[2]. 

1.2  Advantages of aircore LM PM 
• No Attractive Forces - Because the forcer contains no 

iron, there exist no attractive forces between the forcer 
and the rails. This means no additional forces on bear-
ings. The motor is easier to handle and install without 
these attractive forces. 

• No Cogging - With its ironless forcer, this style motor has 
no cogging. This is ideal in applications requiring ex-
treme velocity control. This type of motor is normally 
used in conjunction with air bearings due to the air-
bearing’s “frictionless” / ultra smooth characteristics. 

• Low Weight Forcer - These forcers have low weight. In 
applications that have very light payloads, this can be a 
benefit. Higher acceleration / deceleration may be possi-
ble due to this lower weight, which of course results in 
higher throughput. 

1.3 Disadvantages of aircore LM PM  
• Heat Dissipation - Since the forcer is made of wound 

coils and held together with epoxy, the heat must leave 
the coils by traveling up the coil to the aluminum mount 
plate and out to a heat-sink. Heat also passes through 
the air gap and into the magnet rail. Both of these paths 
have high thermal resistance’s and thus make thermal 
management of the motor difficult. 

• Structural Stiffness - The forcer is made of coils and 
epoxy. The force is generated at the coil. This means 
that all of the exerted force is on the windings and ep-
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oxy. This is a weak structure as compared to the iron-
core. This weakness limits the maximum sizes and 
forces to which these types of motors can be manufac-
tured without additional structural members being added. 

• Force per Package Size - Due to the thermal and struc-
tural limitations, the force per package size of this type of 
motor is low. In addition, the double rail design, also ta-
kes up additional space. 

2. Position servo-drive design 

Position servo-drive can be performed by various algo-
rithms. PID algorithm with lead compensator is applied, 
referring to the article [5]. The main asset is to execute syn-
thesis of PID algorithm and the lead compensator. The 
entire position servo-drive structure is in the Fig.2. 
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Fig.2 Entire diagram of position servo-drive  

(L-Luenbergerov observer, IRC-Incremental  
sensor, GF-Force generator) 

2.1 Force Generator 

Position servo-drive (Fig.2) include force generator LMPM. 
Force generator is one of the unavoidable blocks of linear 
servo-drive control structure, which works on a principal of 
vector frequency-current synchronous motor with PM control 
(Fig.3). 
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Fig.3 Force Generator LM PM Structure  

2.2 PID position control design 

PID controller is most used controller in praxis and it con-
tains 3 parallel connected sub-circuits. The first sub-circuit is 
proportional, which multiply controller input value with ad-
justable coefficient.  The second parallel sub-circuit inte-
grates and the third parallel sub-circuit derivates controller 
input value. 

We do not consider either dynamics of force generator nor 
lead compensator by synthesis of PID regulator. 

It is used pole-placement method, which compares multi-
nominal of close-loop system N(s) with desired multi-
nominal Nž(s) by equal squares [3], [4],  
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Parameters setup ξ, k  and ω0 are in the Tab. 1. 

2.3 Lead Compensator design 

Lead compensator is a dynamic system with a common 
structure, which is often designed for unsuitable transfer 
poles or zeros of control system. In this case it is compen-
sating lead compensator [6].  

It will be used lead compensator with derivate character 
(a>1) and lead phase. Transfer function of the lead com-
pensator 
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, where parameter a is chosen from interval (10÷20), given 
on the ground of experiment and parameter T1 can be 
counted as 

1
1

r

T
aω

=  (8) 

Lead compensator design issued from open-loop system of 
Bode characteristic. We were modifying parameter α  by 
experimental method to achieve the smallest position error. 
Position error curve can be seen in the Fig.4 for these pa-
rameters: 
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Fig.4 Position error comparison with PID + lead  

compensator and with just PID controller  

In the Fig.4 it can be seen positive influence of the lead 
compensator and consequently minimization of position 
error.  
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2.4 Master-slave generator 

Master serves as a generator of control state value, 
whereby control vector can be greater than number of 
measured values.  Generator of this control vector is real-
ized on the principal of feedback algorithm, whereby for this 
realization is needed to know parameters of the control 
system „rough“model [1]. 

Slave contains controllers of state values. 

Master generator task is to generate curves of desired state 
values. 

2.4.1 Calculation of precorrection parameters 

By calculating precorrection coefficients (K1, K2) we are 
starting from condition for feed forward control: 

2

1( )
( )xG s
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And dynamics of force generator is not considered. 
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Fig.5 Position servo-drive block diagram with PID  

structure and marked precorrection Master-3D 

From Fig.5 results 
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After substitution in the formula (10) refer 
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where parameters K1 a K2 answer coefficients of precorrec-
tion. 

3. Precorrection influence  
on control system 

The following simulations are issued from linear continuous 
design, however the realization is numerical with a sampling 
period 0.2 ms. Discrete diagram uses each part from chap-
ter 2. 

Quality verification is realized for discrete model with IRC 
sersor. 

In the Fig. 6 it can be seen striking influence of precorrec-
tion. 
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Fig.6 Position error comparison with/without  

precorrection (plus detail) 

4. Luenberger observer design 

Luenberger observer is an observer of angular velocity and 
acceleration. In general it exits different algorithm structures 
for observing angular velocity and acceleration. In this paper 
however we elect PID algorithm with the third system order.  

Similarly as in the PID algorithm design, we are issuing from 
pole-placement method and comparing multi-nominal of 
close-loop system N(s) with desired multi-nominal Nž(s) by 
equal squares. 
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Parameters setup ξ, k  and ω0 are in the Tab 1. 

4.1 Luenberger observer influence on control system 

Figure below (Obr. 7) shows influence of Luenberger ob-
server on control performance.  
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Fig.7 Position error comparison with/without  
Luenberger observer (plus detail) 
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Fig.8 Force comparison with/without Luenberger  

observer 

Luenbergerov observer markedly improves final value of 
force (Fig. 8), so in conclusion it has positive influence on 
control. 

Acronym Meaning Value 

T Sampling period 0.2 ms 

Parameters for PID controller 

ξ  Damping index 1 

k  Shift pole index 1 

ω0  Bandwidth 2πf0 

f0  Frequency 10 Hz 

Parameters for Luenberger observer 

ξ1 Damping index 1 

k1 Shift pole index 1 

ω01 Bandwidth 2πf0 

f01 Frequency 10 Hz 

Parameters for precorrection 

K1 Precorrection constant B = 0.01 

K2 Precorrection constant m = 0.4 kg 

Parameters for IRC sensor 

N Resolution 2 µm 
Tab.1 Table of acronyms and values 

Conclusion 

Simulation results listed above are gained from simulation 
diagram elaborated in detail in Matlab-Simulink environment 
considering discrete algorithms and IRC position sensor.   

The aim of this paper was to evaluate results described in 
the article [5] and consequently design better solution for 
given problem. It succeeds to find engineering method 
which helped us to find sophisticated design of parameters 
for the lead compensator in dependence on PID controller 
dynamics. As follow new control structure was designed 
(Obr. 5) with add precorrection and Luenberger observer. In 
the next papers Luenberger observer will be under consid-
eration moreover from point of view disturbance value com-
pensation. 
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Control System for  
Hybrid Electric Drive 

Richard Balogh 

Abstract  
The paper deals with a design of the control system of the hybrid driven military 
vehicle with combined hybrid electric drive system. Considerations for the harsh 
environmental conditions and wide operational ranges are covered. Overview  
of available commercial-off-the-shelf (COTS) systems and experiences from  
the experimental operation are presented. 

Keywords: vehicle computer, vetronics, industrial computer, hybrid drive. 

 

 
Introduction 

During the development of the hybrid driven vehicle [1], [2], 
[3], there was a requirement to control the cooperation of 
both slave controllers – the combustion engine ECU and the 
frequency converter of the electromotor. The purpose of the 
central control unit was to manage the optimal cooperation 
of both motors and their optimal operation regarding also 
the battery control unit.  

1. Problem statement 

Classic combustion engines offer many advantages to its 
users. They rose from more than 100 years of evolution and 
offers reliability, high power and high power density. On the 
contrary, besides the refuelling and exhalants they cannot 
offer very high dynamics.  Their alternatives – electric mo-
tors – are much more efficient, offers high dynamic proper-
ties, and noiseless, low emission operation. Unfortunately, 
the electric drives offers only low energies and power densi-
ties. A great advantage is the possibility of reverse operation 
(regen braking).   

As an alternative to the pure electric drive appeared a hybrid 
drive. Hybrid  drive system  consists of  classic internal com-  

 
Fig.1 Parallel configuration of the hybrid drives system 

 

bustion engine operating in cooperation with the electric 
motor. It is supposed to combine the best from both sys-
tems. Unfortunately, they are balanced with higher costs, 
weight and last, but not least – higher complexity of the 
whole system.  

There are two possible configurations for cooperation of 
combustion and electric machines – parallel and serial [4]. 
Although serial combination allows more efficient operation 
of the whole system, this was not our case. We were asked 
to design system with parallel combination, to increase the 
maximum available power, especially to improve the dy-
namic behaviour of the whole vehicle. Configuration of the 
system is on the Figure 1.  

Considered system should offer at least five different opera-
tion modes: 
• combustion engine drive for normal operation, 
• pure electric (quiet) operation, 
• combination of electric and combustion engines for in-

creased torque and acceleration, 
• idle run with battery charging, 
• regen braking. 

To make all different operation modes possible, the central  

 
 
Fig.2 Component placement in a retrofitted vehicle [2] 
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controller is required  to  coordinate the operation of all 
subsystems. For testing the concept in real conditions, 
a discarded army vehicle OT-90 was used. The vehicle was 
retrofitted with a new combustion engine. Batteries and 
electromotor were added and connected to the new com-
mon gearbox. The system was designed at the STU in Bra-
tislava and realized in company VOP Trencin.  
 

2. Description of the components 

1.1 Combustion engine 

Original combustion engine was replaced by the new, air-
cooled, emission limit Euro 3 satisfying, Cummins (USA) 
ISBe 250 30 motor. It has 6 valves and common rail system. 
This 5.9 litre motor weights of 470 kg and offers 184 kW and 
950 Nm at 2500 rpm.  As their momentum characteristic 
was not very good at low speeds, it was supposed that 
electromotor will add its power, especially during the accel-
erating phase of the drive. This motor has its own controller 
unit (ECU) and it is possible to control it remotely using the 
commands sent over the CAN bus.  

1.2 Electric engine and converter 

As an electric drive unit was used the Vacon (Finland) TRK 
340WS electromotor. It is an asynchronous traction motor 
with the total power 150 kW and 483 Nm available. Its 
weight is 180 kg and current consumption is 248 A at 150 
kW and 450 V AC power.  

The motor was connected to the reversible Vacon NXI 
04 605 frequency converter with IGBT power transistors. It 
can supply power up to 150 kW and 305 A (693 A for 2 
sec.). It weights 100 kg and its operation is possible not only 
autonomously, but also using a remote control commands 
received from the CAN bus.  

1.3 Battery subsystem 

It was the most difficult problem to find an appropriate bat-
tery subsystem for the vehicle. The design succeeded with 
the set of six ZEBRA batteries Z37-620-ML3C-32 rated 620 
V and 32 Ah at 207 kg each. These batteries operate at 
250 °C and utilize molten sodium chloroaluminate (NaAlCl4), 
which has a melting point of 157 °C, as the electrolyte. The 
negative electrode is molten sodium. The positive electrode 
is nickel in the discharged state and nickel chloride in the 
charged state. Because nickel and nickel chloride are nearly 
insoluble in neutral and basic melts, intimate contact is al-
lowed, providing little resistance to charge transfer [5]. 

 
Fig.3 Zebra battery used in the system 

Batteries were connected in parallel and operated using 
their internal CAN bus from the proprietary Zebra battery 
controller MBS (Multiple Battery System). Batteries were 
ready to accept also relatively high charging currents during 
the regen braking phase. We were able to measure all im-
portant parameters of the batteries during the tests using 
the Zebra monitoring software delivered with batteries. 

Unfortunately, these batteries were not a mature product 
during the time of our project, so we need to replace some 
of them due to the technology problems of its producer and 
some of them were damaged during the tests.  

1.4 Controller and HMI 

It was clear from the beginning, that nobody is able to de-
sign one central controller for all complicated subsystems of 
the vehicle. As all the main components of the system (mo-
tors, batteries) already contained the controllers from their 
producer (incorporating also the producer’s know-how), we 
were asked to design the system for control of the coopera-
tion of the all units, system for communication with the driver 
and system to select different operation modes.  

 
Fig.4 Structure of the control system 

 

We decided to use two rugged versions of the industrial PC 
for coordination of all subsystems. As a communication 
system was proposed the existing CAN bus which seemed 
to be appropriate for such kind of applications. During the 
tests it makes clear, that even the all subsystems use the 
same bus, they are not compatible with each other. So in 
the final version the CAN bus for batteries and motors were 
spitted. To increase the reliability of the control system we 
duplicated the control computer. Two identical units (see 
Fig. 4) were interconnected using the high speed Ethernet 
connection. In the normal operation, one of the computers is 
dedicated to communicate with subsystems, whether the 
second one communicates with crew. The second computer 
is equipped with the LCD touch panel for entering user in-
puts and to show status of the system. One of the proposed 
user screens is shown in Fig. 5. 

Design of the controller system was limited especially by the 
requirements on environmental conditions for its reliable 
operation. We require high modularity of the system, as we 
were just in development phase, so nobody was sure if the 
system requirements will not increase with time. As the 
system is located in the vehicle with 150 kW electromotor 
and frequency converter, we assumed a high level of elec-
tromagnetic noise. So the high level of EMC protection is 
a must. 
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Fig.5  Proposed design of the user screen 
 

Also the temperature range required was impressive: -40 to 
+60 ºC, dustproof and waterproof case. Also the mechanical 
robustness (vibrations, shocks) and stability were required. 
We didn’t look for a specific embedded microcontroller sys-
tem as we didn’t know exact requirements for the system. 
Although a wide range of industrial computers were avail-
able, none of them were applicable for our system. Usually 
the temperature range was not sufficient to operate the 
vehicle even with low temperatures below the zero. Also the 
vibrations were more complicated as assumed at the begin-
ning, we had to find a device without any rotating parts 
(fans, hard disks etc.). The computer we used is partially 
oversized for its purpose, but it was perfectly suited for addi-
tional tasks during the development phase. As we continue 
with testing and optimization, more and more data used to 
be acquired and evaluated. So we use the same control 
system not only for coordination of the subsystems, but also 
for diagnostics and configuration of subsystems, measure-
ment and data acquisition and their visualisation on the 
place. It was supposed that the second PC will carry out the 
HMI interaction and the navigation support of the vehicle. 
Unfortunately, during the tests, the second PC was com-
pletely destroyed so we performed rest of the tests with the 
one PC unit only. It was now clear, that the backup idea was 
right.  

As the base for the control system we used the MicroSpace 
MPCX-47 vehicle computer from the Swiss company Digital 
Logic. It contains Intel Pentium M 738 processor, 1 GB 
memory and 4GB solid state flash disk. Computer was con-
figured as the system with passive cooling through the case, 
and with four independent CAN channels. Also the analogue 
inputs, outputs and some 24 V digital I/O were onboard [6].  

 

 
Fig.6  Vehicle computer MPCX-47 by the Digital Logic 

We used all of them. Two CAN bus subsystems were used 
for communication with motors and batteries. Third CAN 
subsystem was used for the diagnostic computer. Analogue 
inputs were used for measurements of position, digital ones 
for some safety switches. Digital outputs were used to con-
trol the gear switch, pneumatic valves and other auxiliary 
devices required.  

One advantage of this computer is that it is perfectly suited 
for vehicle applications. It is powered from 24 VDC source, it 
contain the built-in auto diagnostics system (temperature, 
power supply) and it offers 8 digital I/O and 8 Analogue 
Inputs plus 3 counters. The whole system is placed in mas-
sive aluminium chassis which creates also a passive cooling 
system. The computer weights 3.2 kg and is IP65 protected  
together with some vibrations certificates.  

3. Implementation 

We build the system incrementally. At first, each component 
of the system was set upped independently. Then, subsys-
tems were interconnected using the CAN bus and tested. 
After the initial phase, every device was captured during the 
time, and its behaviour evaluated. Then the controller pro-
gram was developed and we started to send commands to 
the CAN bus. As we mentioned before, the protocols were 
somehow incompatible, so we split the CAN bus for batter-
ies from the motor controllers. After that all the motors and 
batteries were moved to the test bed and further optimiza-
tion of the controller algorithm was performed, based on the 
data measured under different load conditions. After the 
successful verification of this system, we use the discarded 
OT-90 vehicle for field testing. All the systems were 
mounted inside the vehicle. We needed to save also some 
space for crew, so the inverter unit was placed on the roof of 
the vehicle. The biggest space consumers were clearly 
batteries. Also some safety precautions were necessary due 
to the high temperature of batteries during their operation. 
Another issue was high level voltages in the vehicle. Usually 
the automobile electronic is considered to be intrinsically 
safe, as the maximum voltage is 12/24 Volts only. That was 
not the case as we have live 620 Volts inside! So there was 
necessary to add some safety instrumentation, especially 
the device for permanent insulation resistance measure-
ment.  

First test shows the concept was well designed and vehicle 
was operating according the assumptions. At the present 
time, further field tests are performed. On the Figure 7 thera 
are plotted example data measured and captured by the 
central control unit via the vehicle CAN bus. Plotted are the 
battery currents at different speeds of the electromotor. 

 

 
Fig.7  An example experiment on hybrid drive 
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Fig.8 An example of the user screen in final version [3] 

Conclusion  

We proved the concept of the parallel hybrid electric drive, 
and now we know all its advantages and drawbacks. During 
the development we learned many lessons and facts that 
were not mentioned in datasheets and manuals. Our ex-
perience shows that most problematic part of such system 
are batteries. Their technology should be improved to obtain 
more reliable and predictable results and operation of the 
vehicle without need for trained personal. 
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Hybrid control  
of the mono axial vehicle 

Peter Hubinský, Jozef Rodina 

Abstract 

The Mono Axial Vehicle (MAV) is an interesting platform for small service mo-
bile robots, especially for its robustness. The chassis of the MAV can rotate 
around the wheels axis, hence we have to use different control techniques. 
This paper presents the concept of using of different control techniques in the 
MAV. This hybrid control method was tested in MATLAB SIMULINK environ-
ment. The implementation of these control techniques in real MAV is being 
prepared. 

Key words: Inverted pendulum, oscillation damping, input signal shaper, MEMS

Introduction 

The most common design for the mobile robots or for the 
autonomous vehicles is the differential drive. It consists of 
two independently powered wheels. This kind of chassis 
uses also stabilizing wheels which ensure stability of the 
chassis. But in our case we don’t have any stabilizing wheel 
and also the chassis is smaller than the diameter of the 
wheel. Therefore the chassis is able to rotate around the 
wheel axis.  

This kind of chassis (Fig.1) brings new problems in the mo-
tion control of the mobile robots, because it is an oscillating 
system in lower position (centre of gravity is under wheel ax) 
and an unstable system in upper position (centre of gravity 
is above wheel ax). 

 

 
 

Fig.1 Mono axial vehicle (MAV) 

 

Because of this different behavior different control methods 
have to be used in upper and in lower position. As men-
tioned in lower position the system has tendency to oscillate 
during the acceleration of the vehicle or in case when exter-
nal forces are affecting the vehicle. Therefore we have to 
dump this oscillation. 

There are various techniques for damping oscillation. We 
can increase damping ratio of the oscillating system by 

derivative feedback control. Or we can use feedforward 
control. We are able to filter input signal so input signal 
changes do not cause the system oscillation. For this feed-
forward control we are using signal shapers. We are plan-
ning to use LQR controller for stabilizing the MAV in upper 
position. These control methods were tested in MATLAB 
SIMULINK environment and simulated results are shown in 
this article. 

1. Dynamic model of the MAV 

In order to develop the control system we need to create a 
mathematical model of MAV. This system behavior is similar 
to pendulum (inverted) on wheels. First we analyzed the 
body and the wheels separately and in the end we put it 
together and get equations of motion of the mono axial 
vehicle. 

θch

M +MM F

MFG

θw

M +MM F

X

X

 
Fig.2 Free body diagram of the mono axial vehicle 
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According to Fig.2 the following equations for the mono axial 
vehicle can be defined: 

)(sin AJchCH MMgLmJ +−=
••

ϕϕ  (1) 

)(
R
xbM J

•
•

−= ϕ  (2) 

•

= xbM wgG  (3) 

R
J
Mx

W

A=
••

 (4) 

RLA MMM +=  (5) 

where: 

AM  sum of applied torques on the wheels 

RLM /  applied torque on the left / right wheel 

GM  torque of viscous friction of the wheel 

JM  torque of viscous friction in the joint 

ϕϕϕ ,,
•••

 angular acceleration, velocity, angle of the chassis 

g  gravitational acceleration 

L  position of the center of gravity of the chassis 

xxx ,,
•••

 acceleration, velocity and position of the vehicle 

CHJ  moment of inertia of the chassis 

WJ  moment of inertia of the wheel 

R  wheel diameter 

chm
 chassis mass 

 

By these equations we defined all forces affecting the sys-
tem of the MAV. Now we have to express a mass of a re-
duced body yet. We can do this by expressing kinetic en-
ergy of the system as follow: 
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We get mass of the reduced body: 

2

12
R

Jmm WMAVred +=  (7) 

Now we are easily able to get together the nonlinear simula-
tion scheme of the MAV in MATLAB SIMULINK. This 
scheme can be seen in Fig.3. There is function of the chas-
sis (pendulum) in the green block, this function is described 
by equation (1). There are feedbacks between chassis and 
wheels and between wheels and ground in the blue blocks. 
These blocks are two because we are using differential 
drive and thus we have to calculate with two wheels.  

 
Fig.3 Simulation scheme of the mono axial vehicle 

2.1 Dynamic model simulations 

We simulate the dynamic model by applying the step of the 
control signal on the inputs of model. This excites oscilla-
tions of the chassis. Also disturbances affected on the MAV 
excite oscillation. This can be seen in Fig.4 and Fig.5. 
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Fig.4 Oscillation of the chassis of the MAV 
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Fig.5 Oscillation of the speed of the MAV 
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2. Oscillation damping 

2.1 Control signal shapers 

Changes of control signal (wheels speed is changing) are 
exciting oscillation (around lower position) in the MAV. This 
oscillation or this state of the MAV is called residual oscilla-
tion. To avoid this oscillation input signal shapers are usu-
ally used. As can be seen in Fig.6 the shaped signal is ob-
tained by convolving desired input with the series of Dirac 
impulses. 

 

* =
A

t 
Fig.6 Basic principles of signal shaping methods 

 

Basic type of shapers is Zero Vibration Shaper (ZV shaper). 
It uses only 2 impulses. The ZV shaper is sensitive to the 
changes of the system own resonant frequency, therefore in 
our case we are using Zero Vibration Derivative Shaper 
(ZVD shaper). The ZVD shaper is less sensitive to changes 
of the system resonant frequency and its uses 3 impulses. 
ZVD shaper for system with a natural damping b is de-
scribed by following equation: 
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Simulation scheme of the ZVD shaper is shown in Fig.7. 

 
Fig.7 Simulation scheme of the ZVD Shaper 

2.1.1 Evaluation of the ZVD shaper 

For evaluation we created a simulation model of damping 
control using ZVD shaper (Fig.8).  

 
Fig.8 Simulation model of damping control  
using ZVD shaper 

First we need to identify parameters of oscillation of the 
MAV. Resonant frequency and period of the MAV was cal-
culated as follows: 

0
00
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ω
πω == T

J
Lgm

ch

ch  (9) 

The damping ratio b was identified experimentally from the 
oscillation which was shown in the Fig.5. ZVD shaper was 
set by using these parameters. 

The ZVD shaper was tested with the same input signal as 
was in the simulations above (Fig.4, Fig.5). Result of these 
simulations shows next two graphs (Fig.9, Fig.10). 
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Fig.9 Graph of the chassis angle of the MAV  
when is used the ZVD shaper 
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Fig.10 Graph of the velocity of the MAV  
when is used the ZVD shaper 

As can be seen by using of ZVD shaper we are able to 
eliminate oscillation, which is occurred as response on steps 
of the input signal. But we are not able to eliminate oscilla-
tion caused by disturbances. 

2.2 Derivative feedback 

Another method to increase the natural damping ratio of 
systems is the derivative feedback. By using the derivative 
feedback we can move oscillating poles of the system near 
to the real axis in the complex plane, so the damping ratio of 
the system will increase. Scheme of typical derivative feed-
back is in Fig.11. 

We want to damp oscillation of the chassis angle. We will 
use angular velocity of the chassis for feedback. So deriva-
tion of angle output of model is not needed in this case, 
because it is available from the Mono Axial Vehicle simula-
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tion block. Scheme of simulation model can be seen in 
Fig.12. 

 
Fig.11 Structure of the control system  
with derivative feedback 

 

 
Fig.12 Simulation scheme of the MAV  
with derivative feedback 

Derivative feedback gain was set experimentally. If the sys-
tem contains another pole pair, we can destabilize it by 
increasing feedback gain. This might decrease effectiveness 
of this method. 

2.2.1 Derivative feedback evaluation 

As mentioned before we set derivative feedback experimen-
tally. The value which gain feedback was finally set is equal 
to 0.23. As in case of evaluation of the ZVD shaper we 
evaluated this method by using simulation scheme shown in 
Fig.12. Results of these simulations are visible in Fig.13 and 
Fig.14 
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Fig.13 Graph of the chassis angle of the MAV  
when is used the derivative feedback 

Derivative feedback compared to the ZVD shaper is able to 
avoid oscillation which is caused by disturbances. Also by 
using this method the damping ration of the system was 
increased.  
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Fig.14 Graph of the velocity of the MAV  
when is used the derivative feedback 

3. The LQR controller  
for stabilizing the MAV  

3.1 LQR controller 

 

Linear Quadratic Regulator Controller is optimal state-
feedback controller with good robustness for robotics appli-
cations (Fig.15). In fact the LQR controller is optimal pole 
placement controller. 

B 1/s

A

-K

u x
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Fig.15 LQR controller 
 

In order to design the LQR controller we need to get the 
linear state space model of the system as follow: 

Cxy
BuAxx

=
+=

•

 (10) 

And the control law of LQR is defined by this equation: 

Kxu −=  (11) 

The control gain K (12) is obtained from the infinite horizon 
performance index J (13) and the solutions of the Riccati 
equation for infinite horizon is (14). 
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− +−+= QPBPBRPAPA TT 10  (14) 

The matrices Q and R should be selected. These matrices 
are usually diagonal and first choice for these matrices can 
by given by using the Bryson’s rule (15). 
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The LQR is a linear controller, therefore we have to linearise 
mathematical model of the MAV. Linearization of the dy-
namic model of the MAV can be done near an equilibrium of 
the MAV in upper position. 

In time of writing this paper we were still working on the 
LQR controller, therefore we didn’t have any simulations 
available yet. 

Conclusion 

This paper presents various control techniques to damp 
oscillation and optimal control of the MAV which can be 
used as platform for service mobile robots.  

First we analyzed oscillation and designed ZVD shaper for 
damping oscillation. In next step we present derivation 
feedback, which is used for oscillation dumping. ZVD shaper 
does not affect stability of the system, but it is also not able 
to damp oscillation caused by disturbances. The derivation 
feedback in comparison with the ZVD shaper is able to 
eliminate oscillation caused by disturbances, but it might 
destabilize the system. Next advantage of the ZVD shaper 
can be that it does not require any additional sensors. Also 
the ZVD shaper can be used if sensors fail. We can also 
combine these two methods for oscillation damping. For 
example we will use ZVD shaper during the phase of control 
signal change, but after this phase we will use derivation 
feedback.  

We also showed basic principle of the LQR controller. Since 
we are still working on it during the time of writing this paper, 
the LQR control method is not described and evaluated 
here. 

These control techniques describe just oscillation damping 
and stabilizing of the MAV. Next step will be to implement 
this hybrid control into real MAV and to implement methods 
for navigation in environment to the MAV [4]. Now we are 
also working on chassis of the MAV and on electronics for it. 
Chassis will be based on composites materials. The MAV 
will be driven by MAXON motors and planetary gear. Elec-
tronics is based on DSP microcontroller and MEMS sen-
sors. 
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Estimation of the gantry crane 
natural frequency using MEMS  
accelerometer 

Peter Hubinský, Jozef Kurilla,  Lukáš Palkovič 

Abstract 
When controlling a gantry crane, residual vibration of the payload occurs.  
This vibration is ineligible. To eliminate this vibration, feedforward control 
realized by input signal shapers is often used. This method works with natural 
frequency of the controlled system that can vary with geometrical parameters 
of the crane. This paper proposes estimation of the natural frequency from 
online data obtained from a MEMS accelerometer fixed on the payload. 

Keywords: gantry crane, input signal shaper, natural frequency identification, 
MEMS accelerometer 

 
Introduction  

Mechanical dynamic systems containing structures with low 
friction (low damping ratio) are characterized by residual 
vibration. It is a vibration still present in the system after the 
period of varying input signal. Since it influences the quality 
of the positioning and takes too much time, it is ineligible. 

Illustrative cases of such systems are robotic arms with 
harmonic drives, servo-drives with belt gearings, filling and 
sealing lines where liquids are transported in opened con-
tainers and cranes.  

There are various techniques used to reduce this vibration. 
One of them is to increase the friction in order to damp the 
vibration quickly. These mechanical modifications can be 
expensive and other parameters (such as the weight of the 
device) can get worse. The other way is a derivative feed-
back control. This method requires an additional sensor of 
the output variable. It can be sometimes difficult to imple-
ment. In more complicated systems, more variables have to 
be measured.  

A feedforward control is a different approach. It is possible 
to control the system with a signal that does not cause the 
residual vibration. This signal can be prepared in advance 
and can be used repeatedly (off-line method) or every signal 
can be modified in order not to cause the vibration (on-line 
method).  

A drawback of this method is, that externally caused vibra-
tion (manual interaction, wind) can not be reduced using this 
method. The shaper can be implemented by software, 
hence the cost is reduced. However, both methods require 
knowing the parameters of the system. 

The basic parameters are damping of the system and its 
natural frequency. The damping does not affect the shaping 
algorithms significantly and can be often even negligible. 
The natural frequency is very important parameter and its 
knowledge has a crucial impact on the vibration reduction. 
Especially in the cranes, the natural frequency changes 
significantly and depends on the length of the cable.  

When the shaper works with well estimated frequency, there 
is no residual vibration, or the vibration is very low. How-
ever, if the cable length changes, the natural frequency 

changes too, and the input signal shaping does not reduce 
the residual vibration enough. The cable length can be 
measured, bud it does not include the changes of the posi-
tion of the centre of gravity of the payload. A way, how to 
use the residual vibration to estimate the natural frequency 
of the system is presented. 

1. Input signal shapers 

The payload suspended under a gantry can be mathemati-
cally described as a pendulum with moving pivot point. The 
crane has two horizontal degrees of freedom, while the third 
degree of freedom is represented by vertical movements of 
the payload that affects the system parameters. Suppose 
independent transitions in each horizontal direction. Then, 
each transition can be considered separately. 

 
Fig.1 Simplified schematic of gantry crane 

 

After linearization, the pendulum can be described by a 
transfer function 

 

2
00

2
0

2)(
)()(

ωω
ωθ

++
==

sbs
sK

su
ssF ,   (1) 

 
where θ (s) is an angular deflection of the pendulum, u is 
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the portal velocity, K is the gain, ω0 is the natural frequency 
of the plant and b is its attenuation. 

The problem of such crane is following. The pendulum usu-
ally does not stop after the subsidence of the input signal. 
This means, it stays moving around the stabilized position. 
This state's name is called residual vibration. 

There is a way, how to reduce this vibration. It is based on 
the preconditions that the magnitude of the input signal 
spectrum on the natural frequency of the pendulum has to 
be equal to zero. 

It is usually made by using of an input signal shaper that 
processes the input signal as showed in Fig.2. The input 
signal is multiplied by convolutory product with a signal 
satisfying the mentioned precondition. The output signal 
satisfies this precondition too. 

 

 

Fig.2 Block diagram of the system with shaper 

Typical signal used for this purpose is a series of Dirac 
impulses 
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satisfying following conditions: 

            

      (3) 

 
The principle is shown in Fig.3. 

 

                         

 

 

 

 

 

 

Fig.3 Principle of the signal shaper 

 

The simplest shaper is so-called Zero Vibration Shaper (ZV 
shaper). It uses only 2 impulses. The delay between them is 
half of the period derived from the natural frequency of the 
plant. In there is no attenuation (b = 0), the following con-
stants are used. 

 

      (4) 

 

Fig.4 shows the original signal, modified signal and the 
positions of the pendulum as responses to these signals. 

ZV shaper is sensitive to the changes of the natural fre-
quency. There are also less sensitive shapers, for example 
ZVD shaper characterized by the following constants (again, 
assume b = 0): 
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Fig.5 compares the responses of the system with the ZV 
and ZVD shaper, when the natural of the shaper is 15% 
higher than the frequency of the shaper.  

 
Fig.4 Comparison of the responses to the direct signal 

and signal from ZV shaper set to the correct natu-
ral frequency. 

 
Fig.5 Response of the system with ZV and ZVD shaper, 

when the natural frequency is 15% higher than 
the estimated frequency used to set the shapers 

So-called sensitivity curves of ZV and ZVD shapers are 
shown in Fig.6. They tell us what residual vibration will be 
for the given error in the estimation of the frequency. 

It is obvious, that there is more residual vibration with ZV 
shaper; therefore ZV shaper is more sensitive to the model-
ing errors than the ZVD shaper.  ZVD shaper is more ro-
bust. 

In the other hand, it can be shown, that more robust shapers 
have typically higher delay, than the less robust shaper. 

However, the natural frequency is basic parameter used to 
set the shaper delays correctly. 

 
Fig.6 Sensitivity curves of ZV and ZVD shaper 
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2. Dependence of the natural frequency  
on the rod length 

Generally, physical pendulum is an object allowed to move 
around its horizontal axis that does not contain the centre of 
gravity of the object. If the pendulum is unbalanced, it oscil-
lates around its equilibrium with its natural frequency  

J
mgL

=0ω ,     (6) 

where J is moment of inertia of the object, L is the distance 
between the pivot point and the centre of the gravity and g is 
the gravitation constant. Damping ratio is assumed zero, 
since its values are very low and do not affect the natural 
frequency considerably. 

If the mass is concentrated in one point, the system can be 
characterized as mathematical pendulum and its natural 
frequency is  

L
g

=0ω .     (7) 

Gantry crane system is often simplified and assumed as a 
mathematical pendulum. Fig.7 illustrates dependence be-
tween the relative natural frequency and relative rod length.  

 

 

 

 

 

 

 

 

 

 

 

 

Fig.7 Dependence between relative frequency and the 
relative rod length 

In order to correctly set the shaper, if the length varies con-
siderably, the rod length should be measured. Alternatively, 
the natural frequency can be measured. 

3. Adaptive setting of the shaper 

If the frequency varies, insensitive shapers can be used. 
Their disadvantage is the delay they produce. Other ap-
proach is to estimate the natural frequency of the system 
periodically. Then, the time delays can be adjusted accord-
ing to the estimated frequency. Such structure is shown in 
Fig.8. 

The frequency estimator analyzes the output signal of the 
system. It is difficult to measure the position of the payload 
directly. Therefore, the deflection can be measured. In some 
cases with a precise sensor, feedback control should be 
considered instead. If the deflection can not be measured 
directly, MEMS accelerometer can be used. 

The algorithm can work in cycles. In the beginning it stores 
the output signal samples to the buffer. Then, the signal is 
analyzed, while another storing cycle starts. Once the fre-
quency is estimated, it can be used to set the shaper, while 
the new cycle is not affected. 

 

 

 

 

 

Fig.8 Block diagram of the system with adaptive shaper 

4. Accelerations measured on the payload 

The idea is to estimate the natural frequency of the system 
from the accelerations measured on the payload. 

Fig. 9 illustrates the principle of such algorithm. Measured 
acceleration depends on the acceleration of the pendulum 
and on the gravity projection to the measuring axes of the 
accelerometer. 

 

 

 

 

 

 

Fig.9 Block diagram of the system with adaptive shaper 
using accelerometer loop. 

Accelerations measured with an accelerometer on the pen-
dulum should be analyzed. Fig.10 illustrates main compo-
nents of the accelerations that affect the signal.  

First, assume a two-axis accelerometer with the axes ori-
ented in the tangential direction and in the radial direction of 
the pendulum. 

The signal in radial direction is 

)()()()()( _ tztatatata rrextcgrr +++=  (8) 

and in tangential direction is 

)()()()()( _ tztatatata ttextptgtt +++=  (9) 

Where agr(t) and agt (t )represent the projection of gravity to 
the corresponding axes, aext_r (t) and aext_t(t) represent ex-
ternal forces (gantry movements, damping, wind etc.), zr(t) 
and zt(t) represent noise, bias and distortions in the signal. 
ac(t) is centrifugal acceleration and apt(t) is the tangential 
acceleration of the pendulum. 
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Fig.10 Block diagram of the system with adaptive 

shaper using accelerometer loop 

Movement of free pendulum can be described by equation 
of free harmonic motion 

)cos()( 00 tt ωθθ = ,    (10) 

where θ0 is the initial angular displacement and θ(t) is the 
angular displacement in time t. 

The angular velocity is  

)cos()( 000 tt ωωθθ −=& .   (11) 

The tangential angular acceleration is  

)cos()( 0
2

00 tt ωωθθ −=&& .   (12) 

The projection of gravity to radial direction is 

))(cos()( tgtagr θ= .    (13) 

The projection of gravity to tangential direction is 

))(sin()( tgtagt θ= ,    (14) 

the centripetal acceleration is 

2)()( tLtac θ&=     (15) 

and the tangential acceleration of free pendulum is 

)()( tLta pt θ&&= .    (16) 

Substituting (7), (10) - (16) into (8) and (9) yields 

[ ]
)()()(sin

)cos(cos)(

_0
22

0

00

tztatg

tgta

rrext

r

+++

+=

ωθ

ωθ
 (17) 

and  

[ ]
)()()cos(

)cos(sin)(

_00

00

tztatg
tgta

ttext

t

++−
−=

ωθ
ωθ

  (18) 

Fig.11 illustrates these signals for initial angular displace-
ment 0.5 rad and without external forces. Simulated and 
measured versions are compared. It can be seen, that at(t) 
oscillates with the frequency ω0 and ar(t) with frequency 2ω0. 
The amplitude of at(t )is 

)sin( 00max θθ −= gat     (19) 

and amplitude of ar(t) 

)1(cos5.0 2
00max θθ −−= gar  .  (20) 

These dependences are shown in Fig.12. It can be seen, 
that at(t) has a very low amplitude for little angles (sinθ0 is 
almost the same as θ0). It is complicated to measure so little 
acceleration with usual MEMS sensors. Its value is near the 
resolution capability of the sensor and the signal-to-noise 
ratio is too low. It is much easier to process ar(t). Its ampli-
tude is also low, but much higher than at(t).  Since the fre-
quency of ar(t) is two times higher, sign of the angular de-
flection can not be derived from this signal. Hence, this 
signal can not be used for feedback control. In the other 
hand, the natural frequency can be estimated by analysis of 
this signal.  

 
Fig.11 Simulated and measured radial and tangential 

acceleration for initial angular displacement 
0.5rad. 

 
Fig.12 Dependence of the signal amplitude on the initial 

angular displacement using g as the unit of ac-
celeration 

Usually, it is not practical to mount the accelerometer on the 
payload that its axes correspond with the tangential and 
radial direction of the movement. Then the strongest signal 
consists of linear combination of tangential and radial signal. 
In such case, the radial component dominates and can be 
used for the analysis.  
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5. Frequency estimation 

Measurement of frequency of moving pendulum with ac-
ceptable precision is one of the main steps to design the 
shaper correctly. There are many approaches to this diffi-
culty. Each of them includes many methods with specific 
properties. A choice of the method depends on predefined 
values of accuracy or computational complexity. 

One of the simplest estimation methods is based on a direct 
measurement from the signal. Maximal signal values or 
medium value crossings can be observed and the frequency 
can be computed from its time differences. 

However, there is a problem because the frequency used 
for the proposal of algorithms has to be measured from 
oscillation with small displacements. This means that signal 
includes a high level of noise. Value of maximum or cross 
over a medium value cannot be precisely detected.  

Frequency analysis and the Fourier transform can be used 
to solve this problem.  

5.1 Spectral analysis of discrete signal  

Transformation from time domain to frequency domain by 
discrete Fourier transformation is one of the most important 
ways to analyze numeric signal. It is possible to obtain nec-
essary samples of spectrum by finite series of trigonometric 
functions applied to samples of bounded time flow. 

Each nonzero sample of Fourier transformation represents 
one of the frequency samples that the discrete signal in-
cludes. This means that the signal consists of many fre-
quency samples and the task is to find the dominant fre-
quency. A way to calculate each samples of spectrum is 
given by equation 

1...1,0;)()(
1

0

2

−==∑
−

=

−
NkenxkX

N

n

nk
N

j π

, (21) 

where N is number of signal samples. A distance between 
two adjoining samples is T = t / N, where t is time length of 
signal.  

One of the most important things is to choose a correct 
number of samples. If we choose a selection, that does not 
include integer multiple of period, individual samples of 
spectrum will not represent corresponding frequency ele-
ment. This effect caused by non-coherent sampling is called 
leakage.  

So-called Window functions are used to avoid it. Frequency 
spectrum of signal modified by this special window function 
is more similar to real spectrum. Window function has simi-
lar length as analyzed signal, it is axially symmetrical by y-
axis and it falls from maximum value to zero.  

Literature [5], [6] introduces many types of windows like 
Bartlett‘s, Blackman‘s, Chebyshev‘s, Hamming‘s, Kaiser’s 
window. Each of them has special properties and choice of 
window depends on type of signal. Window function is ap-
plied on signal before Fourier transformation. As signal and 
window function have the same length, they are simply 
multiplied per parts. An example of the simplest cosine 
window (Hann’s window) is shown in Fig.13. Hann’s window 
is one of the most used types of window, it belongs to group 
of cosine window, and its equation is  
 

1...1,0;)2cos(15.0)( −=⎥⎦
⎤

⎢⎣
⎡ −= Nn

N
nnw π  (22) 
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Fig.13 Hann's window 

5.2 Non-parametric method of an estimate  
of power spectral density 

More sophisticated method to recognize dominant fre-
quency element of signal is to calculate power spectral 
density. There are many methods how to find an estimation 
of this value, some of them try to find this estimate directly 
from the signal, some of them find linear model of signal, 
that would approximate origin signal.  

One of the simplest methods is direct identification. Calcula-
tion of density is given by square of amplitude spectrum of 
Fourier transformation (21) divided by number of samples.  

1...1,0;)(
2

1)(
2

1
−=⎥

⎦

⎤
⎢
⎣

⎡
= ∑

=

− Nkenx
N

kS
N

n

jnk

π
 (23) 

A simple way to find these values is multiplying amplitude 
spectrum with its conjunction values and divide this result by 
number of samples. Power spectral density shows the fre-
quency element with the highest power. But this simple 
method does not solve problem with leakage. 

A method that is used for real measurement and uses men-
tioned window function is called Welch method. Main prem-
ise is division of signal to several segments with the same 
length. Each adjoining segment covers previous segment. It 
is common to use eight segments and 50% covering. On 
each segment Hann’s or Hamming’s window with same 
length as a segment is applied. Then square of the ampli-
tude spectrum is calculated for each segment and finally the 
average from these eight blocks of data is computed.  

Seeing that we use window function, we have to divide final 
spectrum by sum of square values of used window. We can 
recognize dominant frequency much easier from the spec-
trum made this way. 

Method of Welch is able to recognize frequency elements 
from signal with a high value of noise. A drawback of this 
method is loosing sensitivity if high value of covering is 
used. It can make problems if adjoining samples are too 
close to each other. Measured signal and power spectrum 
are shown in Fig.14 and Fig.15. 

These algorithms are considered to be applied on systems 
with a low computing, so time optimization of these algo-
rithms should be used. 

Once the power spectral density is calculated, a simple 
algorithm can localize the peak and decide if it is strong 
enough. Then the estimated frequency can be considered 
as valid or invalid. 
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Fig.14 Signal with noise, amplitude of angular dis-

placement is 4º 
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Fig.15 Power spectrum of the signal from Fig.13 using 

Welch method 

Conclusion 

A feedforward method used to reduce residual vibration of 
the payload of the gantry crane was presented. This method 
requires know system parameters, especially the natural 
frequency of the controlled system. 

The gantry crane is the system, where the natural frequency 
varies. Various methods can be used to measure this fre-
quency. A technique based on acceleration measurements 
can be also applied for this purpose. 

Mathematical model of the accelerations measured by a 
MEMS accelerometer mounted on the payload is derived. 

There is a signal containing information about the natural 
frequency. This frequency can be estimated for example by 
a method explained in this paper. 

There are contradictory requirements for this signal. There 
should be no vibration at all, but in order to estimate the 
frequency, its amplitude should be as high as possible. 
Minimal angular displacement to measure the natural fre-
quency is about 3 degrees.  

In the other hand, when there is no vibration, the natural 
frequency is probably well estimated. When the vibration 
occurs, it has to be estimated again, so the vibration is used 
for this estimation. 

This method can help reduce oscillation in the cranes and 
increase the labor productivity. 

A drawback of this method is that the estimation can be 
delayed from the real value and it is sensitive to the external 
sources of vibration. 
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Robust controller design 
for the 3Dcrane process 

Thuan Nguyen Quang, Ivan Holič 

Abstract 
The subject of this paper is to design a robust decentralized PID controller for the 
3Dcrane to stabilize motion of the cart along axes-x, axes-y using the Small Gain 
Theorem, and to design a robust optimal decentralized PD controller to reduce the 
angular deviation of payload. The obtained results were evaluated and verified in the 
Matlab simulink and on the real model of the 3DCrane.  

Keywords: Decentralized control, Small Gain Theorem, PID controller 

 
Introduction 

The industrial crane model 3DCrane is one of the real proc-
esses built for control education and research at Depart-
ment of Information Engineering and Process Control. The 
3DCrane is a nonlinear electromechanical MIMO system 
having a complex dynamic behavior and creating challeng-
ing control problems as nonlinear, interactions between 
subsystems corresponding to motion of cart along the axes-
x and axes-y, length of the payload lift-line dynamic 
changed … The technical equipments allow us to realize 
control crane by classical and advanced control method 
(see manual setup [1]). 

The main aim of paper is to use knowledge of multivariable 
(Multi Input and Multi Output) system and stabilization of 
decentralized control systems [2], knowledge about robust 
control of linear systems in the frequency domain [3] and in 
the time domain to design robust PID/PD decentralized 
controllers stabilizing the cart motion process of 3DCrane 
along the both axis x/y with the different length of the pay-
load lift-line (robust stability). Furthermore, the resulting 
feedback control system with designed controllers must 
satisfy robust performance conditions for tracking the de-
sired position of the cart and quickly to suppress the angular 
deviation of the payload. 

1. Overview of the 3DCrane system  
with artificial interaction 

3DCrane system is a nonlinear electromechanical system 
having a complex dynamic behavior and creating challeng-
ing control problem. It is controlled from PC. Therefore it is 
delivered with hardware and software which can be easily 
mounted and installed in a laboratory. You obtain the me-
chanical unit together with the power supply and interface to 
the PC and the dedicated digital board configured in the 
Xilinx technology. The software operates under MS Win-
dows using MATLAB and RTW toolbox package. 

The 3DCrane setup (see Fig.1) consists of a payload hang-
ing on a pendulum-like lift-line wound by a motor mounted 
on a cart. The payload is lifted and lowered in the z direc-
tion. Both the rail and the cart are capable of horizontal 
motion in the x direction. The cart is capable of horizontal 
motion along the rail in the y direction. Therefore the pay-

load attached to the end of the lift-line can move freely in 
three dimensions.  

The 3DCrane is driven by three DC motors. There are five 
identical measuring encoders measuring five state vari-
ables: the cart coordinates on the horizontal plane, the lift-
line length, and two deviation angles of the payload. 

 
Fig.1 The 3DCrane setup 

In the original model, there is no interaction between sub-
systems, and thus design robust controller for the motion of 
this 3DCrane system corresponds to design two independ-
ent robust controllers for two subsystems. The lift-line R is 
considered as an uncertainty. 

To research the affect of the interaction between subsys-
tems in MIMO system, we consider an artificial interaction 
between the control signals ( )xU s , ( )yU s (to control 
movement of the crane along the x-axes and y-axes). The 
resulting control signals ( )NxU s , ( )NyU s  with interaction 
corresponding to subsystems are: 

( ) ( ) ( )

( ) ( ) ( )

0.5
0.3 1

0.3
0.3 1

Nx x y

Ny y x

sU s U s U s
s

sU s U s U s
s

= +
+

= +
+

 (1) 

The main aim of paper is to design robust decentralized 
controllers for the 3DCrane system with interaction (1) satis-
fying two tasks: tracking a desired position of the cart and 
stabilizing the angular deviation of the payload on the both 
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case of movement of crane along axes-x and axes-y. Note 
that the crane is always controlled in such a way that the 
swinging of the payload is suppressed. 

There are two following procedures to design robust decen-
tralized controllers satisfying two above tasks. 

The first procedure is to design a robust decentralized PID 
controller to stabilize motion of the crane along axes-x and 
axes-y (position (x, y) of cart). There are five sequential 
steps as:   
• Choose a suitable control configuration, and then identify 

motion process of the 3DCrane along axes-x and axes-y 
at three operating points with lift-line z equals 0[m], 
0.25[m], 0.5[m] resp. 1 2 3, ,P P P  

• Check the selection of the control configuration for this 
system (the Relative Gain Array (RGA) and Neitherlinski 
index (NI)).  

• In the case of succeeding selection of the control con-
figuration, create unstructured model uncertainty for mo-
tion process. Otherwise, return the first step. 

• Design a robust decentralized PID controller for this 
process using Small Gain Theorem algorithm. 

• Verify obtained result by simulating in Matlab and on the 
real model. 

The second procedure is sequentially executed after the first 
procedure. In this procedure, a robust decentralized PD 
controller is designed to stabilize and attenuate the payload 
deviation of the crane. There are four sequential steps as: 
• Identify and create the payload deviation model of the 

3DCrane at three operating points with lift-line z equals 
0[m], 0.25[m], 0.5[m] resp. 1 2 3, ,P P P  

• Create polytopic model of this process in the time do-
main. 

• Design a robust decentralized PD controller which stabi-
lizes and attenuates the payload deviation angles using 
BMI. 

• Verify obtained result by simulating in Matlab and on the 
real model. 

2. Design of robust decentralized  
PID controller stabilizing motion  
of the cart along axes-x and axes-y 

2.1 Identification of positioning process 

Result of process identification is described by the following 
transfer function matrices at three operating points.  

Transfer function matrix of system at P1 is: 

( )
2

1

2

2.057   5.815 s -0.264
1 s + 6.392 s  + 10.57s + 31.95.

  6.856 s + 1.585 3.16
s  + 24.01s + 77.12 s + 9.308

G s
s

⎛ ⎞
⎜ ⎟
⎜ ⎟=
⎜ ⎟
⎜ ⎟
⎝ ⎠

 (2) 

Transfer function matrix of system at P2 is:  

( )
2

2

2

1.99   5.88 s +0.475
1 s + 6.473 s  + 12.7s + 32.18.

  7.869 s + 2.567 5.61
s  + 24.98s + 88.74 s + 16.65

G s
s

⎛ ⎞
⎜ ⎟
⎜ ⎟=
⎜ ⎟
⎜ ⎟
⎝ ⎠

 (3) 

Transfer function matrix of system at P3 is: 

( )
2

3

2

2.739  10.32 s +4.497
1 s + 9.193 s  + 16.6s + 83.04.

  7.341s + 2.089 5.263
s  + 25.44s + 83.09 s + 15.71

G s
s

⎛ ⎞
⎜ ⎟
⎜ ⎟=
⎜ ⎟
⎜ ⎟
⎝ ⎠

 (4) 

2.2 Check the selection of control configuration 

In this section, we test the given selection of control configu-
ration with nominal model ( )0G s  by using the Relative Gain 
Array (RGA) and Neitherlinski index (NI). But there is prob-
lem that, the identified process is a first-order astatic sys-
tem, thus the selection of control configuration can be 
checked with velocity nominal model ( )0.s G s  

The relative gain array matrix (Bristol matrix) is calculated 
as ( ) 1TK K

−
Λ = ×  where K is the steady-state gain of the 

LTI model [4]. 

( )
0.3076 0.0320

. ( )
0.0251 0.3368oK dcgain s G s
⎡ ⎤

= = ⎢ ⎥
⎣ ⎦

 (5) 

( ) 1 1.0078 0.0078
0.0078 1.0078

TK K
− −⎡ ⎤

Λ = × = ⎢ ⎥−⎣ ⎦
 (6) 

From the resulting Bristol matrix (6), we can state that, the 
affect of interactions between subsystems is small. Off-
diagonal elements of Bristol matrix indicate that closing the 
loop will change the sign of the effective gain. Then the 
input-output pairing is correctly selected.  

The Neitherlinski index (NI) is calculated by equation  

 2

1

det 0.9923 0M

ii
i

KNI
k

=

=

= = >

∏
 (7) 

The positive value of Neitherlinski index indicates that, sys-
tem is structurally stable. 

The given selection of control configuration is correct. 

2.3 Design of robust decentralized  
PID controller using small gain theorem 

The following input multiplicative model of uncertainty is 
selected to design a robust decentralized PID controller iR :   

( ) ( ) ( ) ( )( )0 1 , 1,2,3i iG s G s W s s i= + ∆ =  (8) 

Where ( )( ) ( ) ( )( )M
T

Mj j jσ ω λ ω ω∆ = ∆ ∆  is the maximum 

singular number of the uncertainty matrix ( )jω∆  and ( )iW s  
is the scalar transfer function, which guarantees normaliza-
tion of uncertainties. 

( ) ( ) ( ) ( )( )( )1
0 0max , 1,2,3i k M kl G j G j G j iω σ ω ω ω−= − =  (9)                     

Transfer function ( )iW s  is selected to satisfy the following 
inequality: 

( ) ( ) , ; 1,2,3i iW j l iω ω ω≥ ∀ =  (10) 

The first, controller iR  which guarantees stability and per-

formance for the nominal plant ( )0G s , is designed using D-
curve method (nominal stability). And system will be robust 
stable if the following condition is satisfied [3]: 

( )( ) 1 , ; 1,2,3
( )M i

i

M j i
l

σ ω ω
ω

< ∀ =  (11) 

where ( ) 1
0 0( )i i iM s I R G R G−= − +  
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With zero degree of stability, the controller iR  is calculated 
as follow:  

2.332.33 4.665 0

20 5 5
i

s
sR

s
s

⎡ ⎤+ +⎢ ⎥
= ⎢ ⎥
⎢ ⎥+ +⎢ ⎥⎣ ⎦

                               (12) 

 
Fig.2 Verifying robust stability condition for input multi-
plicative model of uncertainty 

From Fig.2, we can state that, the closed-loop feedback 
system with the PID controller iR  is robust stable. And now 
we verify the obtained result in Matlab simulation (see Fig.3) 
and on the real model (see Fig.4)  

 
Fig.3 Position output signals with PID controller at three 
operating points on Matlab 

 
Fig.4 Output signals of system with controller without 
stabilizing payload deviation ax/ay on real model (z is 
uncertainty) 

From results of simulation in Matlab and on the real model 
we can show that, feedback system with designed PID con-
trollers is robust stable. However, problem is now that, the 
angular deviation of payload (ax and ay) has been not yet 
suppressed. This problem will be solved in the next section. 

3. Design of robust decentralized  
PD controller to reduce the swinging  
of the payload deviation-BMI method 

3.1 Identification of the angular deviation of the payload 

 
Fig.5 Identification scheme in Matlab 

Result of process identification is described by the following 
transfer function matrices at three operating points:  

( )
2 2

1

2 2

-2.168s - 0.03114   0.3381s - 0.08839
s  + 0.6812s + 49.88 s  + 0.896s + 32.48
 -0.2084s + 0.08203   -1.678s - 0.6721

s  + 0.2387s + 47.32 s  + 0.3335s + 53.39

aG s

⎛ ⎞
⎜ ⎟
⎜ ⎟=
⎜ ⎟
⎜ ⎟
⎝ ⎠

     (13) 

( )
2 2

2

2 2

-1.548s - 0.08906   0.2578s - 0.06426
s  + 0.3721s + 34.13 s  + 0.876s + 17.39
 -0.1885s + 0.02379   -1.521s + 0.4889
s  + 0.1219s + 31.1 s  + 0.2426s + 34.2

aG s

⎛ ⎞
⎜ ⎟
⎜ ⎟=
⎜ ⎟
⎜ ⎟
⎝ ⎠

 (14) 

( )
2 2

3

2 2

-0.9902s + 0.02326   -0.1969s + 0.595
s  + 0.2614s + 26.67 s  + 0.5075s + 29.71

 -0.1095s + 0.1075   -1.169s + 0.2218
s  + 0.2331s + 27.19 s  + 0.1367s + 26.4

aG s

⎛ ⎞
⎜ ⎟
⎜ ⎟=
⎜ ⎟
⎜ ⎟
⎝ ⎠

 (15) 

3.2 Polytopic model for the angular deviation  
of payload process in the time domain 

Each of the transfer function matrices (13), (14) and (15) 
can be transformed to linear time invariant continuous sys-
tem ( ), , , 0 ; 1,2,3i iA B C D i= = , which are considered three 
vertices of the polytopic system. Our task is to find remain 
vertex (the fourth vertex) of this polytopic system. 

We shall consider the following affine linear time invariant 
continuous time uncertain system 

( ) ( )1 1 2 2 1 1 2 2x A A A x B B B u

y C x

θ θ θ θ= + + + + +

=

% % % %&  (16) 

where ; 1,2j j j jθ θ θ≤ ≤ = ; 
0 1 0 1 0 0 0 0
0 0 0 0 0 1 0 1

C
⎡ ⎤

= ⎢ ⎥
⎣ ⎦

 

Polytopic model is defined as follow:  

( ) ( )x A x B u
y Cx

ξ ξ= + +
=

&
 (17) 

where 
4 4 4

1 1 1
( ) , ( ) , 1 , 0; 1... 4i i i i i i

i i i
A A B B i Nξ ξ ξ ξ ξ ξ

= = =

= = = ≥ = =∑ ∑ ∑  
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Vertices of polytopic system are created by the combination 
of extreme values of jθ . 

1 1 2 2

1 1 2 2 , 1... 4
i

i

A A A A

B B B B i N

θ θ

θ θ

= + +

= + + = =

% %

% %
 (18) 

 We suppose that, the extreme values of 1j jθ θ= − = , 

1,2j = . Polytopic system will be obtained if for ! 24N =  

combinations of extreme value jθ , by solving equation 

system 1 1 2 2iA A A Aθ θ= + +% % , 1...( 1) 3i p= + =  we have matri-

ces 1 2, ,A A A% %  for which the maximal eigenvalue of respective 
matrix 4A  will be minimal. 

In the case of the payload angular deviation process, the 
best combination of 1 2,θ θ  is as follow: 

1 2

1 2

1 2

1 2

1
1
1
1

θ θ
θ θ
θ θ
θ θ

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

 (19) 

Consider the uncertain system (18) for the payload deviation 
process, where  

0.0039 1.5789 0 0 ...
0 0 0.2533 0.0706 ...

0.0948 0.1589 0 0
0 0 0.2251 1.4236

T

B
− −⎡

= ⎢
⎣

− ⎤
⎥− − ⎦

 

1

0.0601 0.3098 0 0 ...
0 0 0.0121 0.0402 ...

0.0291 0.0099 0 0
0 0 0.5805 0.0783

T

B
⎡

= ⎢ −⎣

− ⎤
⎥
⎦

%

 

2

0.0329 0.2789 0 0 ...
0 0 0.3296 0.2274 ...

0.0419 0.0395 0 0
0 0 0.1336 0.1759

T

B
−⎡

= ⎢ −⎣

⎤
⎥− ⎦

%

 

0 38.272 0 0 0 0 0 0
1 0.4713 0 0 0 0 0 0
0 0 0 31.0945 0 0 0 0
0 0 1 0.7018 0 0 0 0
0 0 0 0 0 37.2527 0 0
0 0 0 0 1 0.2359 0 0
0 0 0 0 0 0 0 39.8975
0 0 0 0 0 0 1 0.2351

A

−⎡ ⎤
⎢ ⎥−
⎢ ⎥−⎢ ⎥

−⎢ ⎥= ⎢ ⎥−
⎢ ⎥−⎢ ⎥

−⎢ ⎥
⎢ ⎥−⎣ ⎦

 

1

0 7.8717 0 0 0 0 0 0
0 0.1546 0 0 0 0 0 0
0 0 0 7.5432 0 0 0 0
0 0 0 0.01 0 0 0 0
0 0 0 0 0 8.1087 0 0
0 0 0 0 0 0.0584 0 0
0 0 0 0 0 0 0 9.5972
0 0 0 0 0 0 0 0.0454

A

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥= ⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

%  

 

2

0 3.7335 0 0 0 0 0 0
0 0.0553 0 0 0 0 0 0
0 0 0 6.1602 0 0 0 0
0 0 0 0.1842 0 0 0 0
0 0 0 0 0 1.9542 0 0
0 0 0 0 0 0.0556 0 0
0 0 0 0 0 0 0 3.8992
0 0 0 0 0 0 0 0.053

A

⎡ ⎤
⎢ ⎥
⎢ ⎥−⎢ ⎥
⎢ ⎥= ⎢ ⎥
⎢ ⎥−⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

%  

3.3 Robust decentralized optimal PD controller  
design using BMI  

Consider PD control law as follow:   

d d d
dyu Fy F FCx F C x
dt

= + = + &  (20) 

Closed-loop feedback system with PD controller (19) is:  

( ) ( )d cM x A xξ ξ=&  (21) 

 where ( ) ( ) ( ) ( ) ( ),d d d cM I B F C A A B FCξ ξ ξ ξ ξ= − = +         

Consider cost function as follow  

( )
0

T T TJ x Qx u Ru x Sx dt
∞

= + +∫ & &  (22) 

The closed-loop feedback system (21) with the PD controller 
(20) is robust stable and guarantees the cost function (22) if 

and only if there exist matrices
4

1
, 0;i i i

i
P P Pξ

=

= >∑  

1... 4i N= = , H , G , F and dF  then the following inequality 
is satisfied [5]  

( ) 0
TT T T T T

ci ci i di ci

T T T
i di ci di di

A H HA Q C F RFC P M H G A

P M H G A M G G M S

⎡ ⎤+ + + − +
⎢ ⎥ <
⎢ ⎥− + − − +⎣ ⎦

 (23)                    

For given cost function with 1.2*R I= , 510 *Q S I−= =  by 
using BMI to solve (23), the PD controller is obtained as 
follow: 

2.8397 0 0.1671 0
,

0 3.0639 0 0.3468dF F
⎡ ⎤ ⎡ ⎤

= =⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦

 (24) 

And now we verify the obtained result in Matlab simulation 
(see Fig.6) and on the real model (see Fig.7 and Fig.8)  

 
Fig.6 Verify robustness of feedback system with PD 
controller at three operating points in Matlab 
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Fig.7 Verify robustness of feedback system with time 
varying uncertainty 

 
Fig.8 Verify robustness of feedback system with time 
varying uncertainty and disturbances 

From simulating results on real model, we can conclude 
that, the cart of the crane tracks a desired position and the 
angular deviation of the payload is suppressed. 

Conclusion 

In this paper, we have researched and applied successfully 
the knowledge of multivariable system, stabilization of de-
centralized control systems and the knowledge of robust 
control theory in the frequency domain and also in the time 
domain to control the 3DCrane system. 

There were two sequential procedures to design robust 
decentralized controllers for the 3DCrane system.  

In the first procedure, we have identified process of the cart 
motion along axis x and y. The identification was executed 
at three operating points corresponding to following length 
of the payload lift-line: 0, 0.25 and 0.5 [m]. From resulting 
identified three transfer function matrices, I created model 
uncertainties in the frequency domain. With input multiplica-
tive model of uncertainties, we have designed robust decen-
tralized PID controller to stabilize the cart motion and track 
the desired position. The resulting PID controllers are veri-
fied in the Matlab simulink and on the real model. The cart 
was at the desired position, but the payload deviation angles 
were so big. This problem was solved in the second proce-
dure.  

With the designed PID controller in the first procedure, we 
identified payload angular deviation process at the above 
three operating points. The results of process identification 
are three matrix transfer functions. They were transformed 
to state space form of system and then the polytopic system 
in the time domain were created. Next, we designed robust 

optimal decentralized PD controller via BMI to reduce pay-
load angular deviation. The results are verified in the Matlab 
simulink and on the real model. 

Thus, the complete feedback control system with two de-
signed PID/PD controllers was robust stable and achieved 
robust performance. The robustness of the complete feed-
back control system was verified (see Fig.8 and Fig.9) when 
the length of the lift-line was dynamically changed and there 
were disturbances to angular deviation. The cart of the 
crane was tracking the desired position and the angular 
deviation of the payload is suppressed. The main aim of 
paper has been obtained. 
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Robust controller design 
for magnetic levitation model  

Mária Hypiusová, Jakub Osuský 

Abstract  
The paper deals with design of robust PID controller for unstable SISO system in the 
frequency domain. The method considers affine aditive uncertainty and performance 
specification in terms of phase margin and the modification of Neimark D-partition 
method which ensures the desired phase margin. The practical application is illustra-
ted by the robust PID controller design for the magnetic levitation model. 

Keywords: robust control, D-partition, phase margin, unstable system 

 
Introduction 

For many real processes a controller design has to cope 
with the effect of uncertainties, which very often cause 
a poor performance or even instability of closed-loop sys-
tems. The reason for that is a perpetual time change of 
parameters (due to aging, influence of environment, working 
point changes etc.), as well as unmodelled dynamics. The 
former uncertainty type is denoted as the parametric uncer-
tainty and the latter one the dynamic uncertainty. A control-
ler ensuring closed-loop stability under both of these uncer-
tainty types is called a robust controller. A lot of robust 
controller design methods are known from the literature [1, 
3] in the time- as well as in the frequency domains. 

From the point of view of control engineering, magnetic 
levitation (maglev) systems are challenging because of the 
nonlinear nature of the plant dynamics, the very small de-
gree of natural damping in the process, the strict positioning 
specifications often required by the application and the sys-
tem dynamics are open-loop unstable.  

Maglev technology has a wide range of applications, for 
instance, high-speed transportation systems [7], seismic 
attenuators for gravitational wave antennas [13], self-
bearing blood pumps [10] for use in artificial hearts, haptic 
interfaces [2], photolithography devices for semiconductor 
manufacturing [9] and microrobots [8].  

The design method presented in this paper is a graphical 
approach based on the D-partition method [11]. To achieve 
the desired phase margin, controllers are usually designed 
using Bode characteristics [5, 6]. The modification consists 
in ensuring the desired phase margin using D-partition met-
hod. The method is applied for a nominal model. The desig-
ned controller is verified using robust stability conditions for 
inverse additive uncertainty. 

1. Magnetic levitation model 

Levitation is the stable equilibrium of an object without con-
tact and can be achieved using electric or magnetic forces. 
In a magnetic levitation, or maglev, system a ferromagnetic 
object is suspended in air using electromagnetic forces. 
These forces cancel the effect of gravity, effectively levitat-
ing the object and achieving stable equilibrium.  

The model of magnetic levitation shown in Fig. 1 consists of 
a coil levitating a steel ball in magnetic field [4]. The position 
of the steel ball is sensed by an inductive linear position 
sensor connected to A/D converter. The coil is driven by a 
power amplifier connected to D/A converter. The model is 
connected to the PC via an universal data acquisition card, 
like the HUMUSOFT AD512 or MF614.  

 
Fig. 1 Scheme of the magnetic levitation model  
 

 
Fig. 2 The magnetic levitation model  
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The scheme shows that the model interface can be consid-
ered at two different levels: 

• physical level – input and output voltage to the coil 
power amplifier and from the ball position sensors 

• logical level – voltage converted by the data acqui-
sition card and scaled to +-1 machine unit [MU]. 

The basic control task is to control the position of the ball 
freely levitation in the magnetic field of the coil. The real 
magnetic levitation model is shown in Fig. 2. 

2. Robust PID controller design 
with desired phase margin 

Consider the closed-loop feedback system shown in Fig. 3, 
where GR(s) is transfer function of a PID controller; GP(s) is 
a transfer function of the real plant; w, e, u and y are the 
reference, control error, manipulated variable and output of 
the plant, respectively. 

 
Fig. 3 Classical feedback system  

 
Fig. 4 Inverse additive uncertainty 

Consider a perturbed plant with unstructured inverse addi-
tive uncertainties (Fig. 4) in the form 

1
00 ))()()()(()( −∆+= sGsswIsGsG iaiap  (1) 

where ( )sG0  is the nominal model; )(swia  is weighting 

stable scalar transfer function ( ( ) ( ),ωω iaia ljw ≥ for ω∀ ) 

and )(sia∆  is normalized uncertainty ( 1)( ≤∆ sia ). 

For this uncertainty type it is possible to calculate weighting 
function )(ωial  as follows: 

))()((max)( 1
0

1 −− −= ωωσω jGjGl kM
k

ia  (2) 

The robust stability condition derived using M-delta structure 
[12] will be used in the following form 

( )( ) ( )ωσ
ia

M l
sM 1

0 <  (3) 

where ( ) ( )
( ) ( )sGsG

sGsM
R 0

0
0 1+

=  (4) 

The condition (3) is verified graphically.  

The nominal model can be obtained e.g. by N identifications 
of the plant (in N working points) by taking mean values of 
the nominator and denominator coefficients, respectively: 

( ) ( ) ( )( )
( ) ( )( ) NsAsA

NsBsBsG
N

N
/...
/...

1

1
0 ++

++
=  (5) 

Consider the transfer functions of a PID controller  

sk
s
kksG d

i
R ++=)(  (6) 

The problem studied in this paper can be formulated as 
follows. For perturbed system GP(s) described by (1) a ro-
bust PID controller GR(s) is to be designed for nominal sys-
tem using Neimark D-partition so that not only stability will 
be ensured but performance in term of phase margin too. If 
the designed controller satisfies condition (3), then PID 
controller is robust and stabilise a perturbed plant with un-
structured additive uncertainties. 

The characteristic equation for the nominal model is 

0)()(1 0 =+ sGsGR  (7) 

A small modification of (7) yields 

)(
)(

sB
sAsk

s
kk d

i −=++  (8) 

Using substitution ωjs =  it is possible to obtain real and 
imaginary parts: 

)(
)(:

ω
ω

jB
jAkRE −=   

)(
)(:

ω
ωω

ω B
AjkjkIM d

i −=+−  (9) 

If ω  is changing step by step in the interval ),0( ∞∈ω , it is 
possible to calculate from real part of (9) a frequency de-
pendent vector of complex numbers, which plotted in com-
plex plane creates D-curve for parameter k . Similarly it is 
with imaginary part of (9), from which ik  or dk  can be 
obtained but not both at once. In one step it is possible to 
plot D-curve for parameters k  and ik  (PI controller) or k  

and dk  (PD controller).  

A small modification of characteristic equation yields 

0)()(1 0 =+ − ϕj
R esGsG  (10) 

It is possible to rotate the frequency characteristics of a 
system, where ϕ  is the angle of desired rotation in radians. 
Then the D-curves calculated from (10) are 

ϕω
ω

jejB
jAkRE
−

−=
)(

)(:

ϕω
ωω

ω jd
i

ejB
jAjkjkIM
−

−=+−
)(

)(:  (11) 

and controller parameters are chosen directly from the D-
curves. The designed controller will ensure phase margin 
equal to the angleϕ . 

The PID controller design consists of two steps: in the first 
step, PD controller can be designed and in the second step, 
PI controller design can by applied for the plant with the PD 
controller. The final PID controller is than calculated as 
follows 
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( )

( ) skk
s
kkkkkk

s
kkskksG

id
i

id

i
dR

+++=

=++=

1
21

21 ))((
 (12) 

In this way, a controller for unstable plant can be designed, 
if this plant can be stabilized by a PD controller. Hence in 
the first step, a PD controller is used for stabilization and a 
PI controller ensures desired phase margin and eliminates 
steady state offset. 

3. Closed-loop identification  
of magnetic levitation model 

The classical black box identification of magnetic levitation 
model is not possible, because this system is unstable. 
Therefore it can be encompassed closed-loop identification. 
From Fig. 3 

( )
( )

( ) ( )
( ) ( )sGsG

sGsG
sW
sY

pR

pR

+
=

1
 (13) 

( )
( )

( )
( ) ( )sGsG

sG
sW
sU

pR

R
+

=
1

 (14) 

After dividing (13) by (14) we obtain transfer function ( )sGP . 

We have chosen three working points, which are given by 
the output variable MUy  which corresponds to the position 

][mmx : 

WP1: 3,0=MUy  ][89,1 mmx =  

WP2: 4,0=MUy  ][52,2 mmx =  

WP3: 5,0=MUy  ][15,3 mmx =  

The transfer functions of a position of the magnetic levitation 
model in three working points by the closed-loop identifica-
tion are: 

552434

6523

10.125,410.633,310.321,174,64

10.003,110.875,73435088,3
1 −−++

+++−
=

ssss

sssGp  

552434

6523

10.954,710.351,210.521,169,89
10.288,210.39,91710´108,5

2 −−++

+++−
=

ssss
sssGp  

552434

6623

10.436,610.317,210.132,26,174
10.149,310.001,23,88582,25

3 −−++

+++−
=

ssss
sssGp (15) 

Each system has one unstable real root. 

4. Design of robust PID controller 
for magnetic levitation model 

Let the required phase margin be o60=zϕ . The design 
was applied on the nominal model obtained by (5) 

( ) 55234

6623

0
10.17,610.43,2165507,109

10.15,210.24,1201034,11
−−++

+++−
=

ssss
ssssG  (16) 

The D-curves for 1k  and dk  are calculated and depicted in 
Fig. 5. 

In the first step it is not necessary to choose parameters 
from blue line because we just want to stabilize the system. 
System will be stable if the controller parameters will be 
chosen from a stable area. The red line represents the sta-
bility bound. From Fig. 5 we have chosen PD controller 
parameters 61 =k  and 04,0=dk . The poles of character-
istic equation with this PD controller are  

-606,9±356,5i   -100,26 and    -1,71 

 
Fig. 5 D-curve for parameters 1k  and dk  

 
Fig. 6 D-curve for parameters 2k  and ik  

In the second step PI controller is designed for system con-
sisting from plant and PD controller. The D-curves for 2k  

and ik  are calculated and together depicted in Fig. 6. 

From Fig. 6 we have chosen parameters from blue line 
which ensures the desired phase margin °= 60ϕ . The 
designed PI controller has following parameters: 

1606,02 =k  and 2323,0=ik . The final controller calcu-
lated according to (12) is: 

s
s

sGR 006424,0392,19729,0)( ++=  (17) 

In Fig. 7 there are depicted Bode characteristics which show 
that the desired phase margin has been achieved. 

The poles of characteristic equation with the designed PID 
controller are: 

  -39,31 ± 153,6i   -1,75 ± 0,55i    and    -38,22    

Fig. 8 shows that robust stability condition (3) is satisfied. 

102AT&P journal  PLUS1 2010

MECHATRONIC SYSTEMS



If the system with the designed controller does not fulfill 
robust stability condition than it is necessary to increase 
desired phase margin and repeat controller design.  

Fig. 9, 10 and 11 show the results of experiments on the 
real model with the designed robust controller. Step re-
sponses were made in three working points. 
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Fig. 8 Robust stability condition 
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Fig. 9 Step responses in the first working point 
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Fig. 10 Step responses in the second working point 
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Fig. 11 Step responses in the third working point 

Conclusion 

In this paper a modification of the Neimark D-partition 
method for the unstable system of magnetic levitation model 
has been presented. System was identified in closed loop 
and described using unstructured uncertainty model. The 
proposed method was applied on the nominal model which 
ensures not only stability but performance in terms of phase 
margin, too. Robust stability condition derived using M-delta 
structure was verified. The designed robust controller was 
applied on real magnetic levitation model. The proposed 
method is graphical, interactive and insightful and it is useful 
for stable and unstable perturbed systems. 
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MMaMS’2007 (electronic – CD version)

AT&P journal PLUS 2: Riadenie procesov (elektronická – CD verzia)
Process Control (electronic – CD version)
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Intelligent motion control systems (electronic – CD version)
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Process control (electronic – CD version)
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