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DESIGN OF OBSERVERS FOR A CLASS OF
NONLINEAR SYSTEMS IN ASSOCIATIVE
OBSERVER FORM
Ü. Kotta ,  T. Mullari,  R. Pearson

Abstract.
 Conditions for the existence of an observer form for nonlinear discretetime dynamic 
models  are  known to  be  restrictive,  motivating  various  extensions  (e.g.,  generalized 
observer forms) to enlarge the class of systems for which observers with linear error 
dynamics can be designed. This paper introduces an alternative approach, based on 
replacing the usual addition operation + with a more general binary operation   that is 
associative,  continuous,  and  cancellative.   These  requirements  lead  to  a  simple 
representation for the operation   in terms of a continuous, strictly monotonic function

)( . This form is called an associative observer form, and it is demonstrated that the 
known results for observer design extend easily to this class of nonlinear systems and 
yield  linear  error  dynamics.  A  constructive  algorithm  is  described  that  determines 
whether the original nonlinear system can be transformed into the associative observer 
form.  The  proposed  approach  is  compared  with  the  generalized  observer  approach 
involving both state and output transformations, and it is shown that both approaches 
yield identical results. On the other hand, our approach simplifies the computations of 
the output transformation, which are done in two independent steps and do not require 
the  solution  of  a  system  of  n  differential  equations,  as  the  generalized  observer 
approach does. 

Keywords: Nonlinear control system, Discrete-time system, Generalized observer form, 
Associative binary operation.

 INTRODUCTION

Consider the nonlinear system
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where  x  is  the  state,  yu,

are respectively the input and output of 
the  system.  In  this  paper  we  consider 
the design of observers for discrete-time 
nonlinear  systems  of  the  form  (1)  by 
means  of  the  so-called  associative 
observer form which is a generalization 
of the standard observer form. Roughly 

speaking, a system in observer form is a 
linear  observable  system  that  is 
interconnected with an output and input-
dependent nonlinearity:
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Observers for this kind of systems may 
be  constructed  by  building  a  classical 
linear Luenberger observer for the linear 
part  and  adding  the  measurement-
dependent non-linearity to this observer. 
The  problem  of  transforming  the 
discretetime  nonlinear  system  (1)  into 
the observer form  (2) has been studied 
for systems with one output and without 
inputs  in  [9]1 and  [3].  An  extension  to 
systems  with  inputs  and  a  nonlinear 
output  function  h(x) is  given  by 
Ingenbleek  [7].  Unfortunately,  the 
conditions  for  the  existence  of  an 
observer form are extremely restrictive. 
Therefore,  different  kind  of 
generalizations have been considered to 
enlarge the class of  systems for  which 
one can design an observer with linear 
error  dynamics:  either  the  class  of 
transformations allowed was enlarged or 
generalized  observer  forms  were 
introduced  [10].  For  example,  besides 
state  transformations,  also  output 
transformations  [6],  system  immersion 
into an higher dimensional system [8] or 
output-dependent  time  scale 
transformations  [5]  were  considered. 
Finally,  the  paper  [11]  addresses  the 
problem  of  transforming  the  nonlinear 
system  into  nonlinear  observer 
canonical  form  in  the  extended  state-
space  by  augmenting  the  original 
system  with  some  auxiliary  states  and 
defining  virtual  outputs.  As  a 
generalization of the observer forms, the 
so-called  generalized  output  injection 
was introduced that, besides the outputs 
and the inputs, depends also on a finite 
number of their time derivatives (or shifts 
in the disctere time case).

This  paper  introduces  an  alternative 
generalization  of  the  familiar  observer 
form. The generalization presented here 

1 In [9], the order of the state variables is permuted.

is  based  on  replacing  addition  in 
observer  form  with  a  more  general 
binary operation    required only to be 
associative,  continuous,  and 
cancellative.  These  requirements  then 
lead  to  a  useful,  simple  representation 
for  the  operation    in  terms  of 
continuous,  strictly  monotonic  function 

)( . This form is called an associative 
observer canonical form and our task is 
observer design for  such systems.  Our 
motivation  is  to  explore  the  extent  to 
which known results for observer design 
do  or  do  not  extend  to  this  class  of 
nonlinear systems.
 

1.  ASSOCIATIVE  BINARY 
OPERATORS

The binary operators   considered here 
may be viewed as a mapping from some 
domain  IID   into  I,  where  I  is  an 
interval  of  real  numbers  that  may  be 
finite or infinite but must be open on at 
least one side. Further,  is  associative 
if it satisfies

   zyxzyx  
(3)

for all  x, y and  z in  I. Equivalently, this 
binary  operation  may  be  written  as 

),( yxFyx  ,  reducing  (3)  to  the 
associativity equation, [1]:
      ),(,,, zyFxFzyxFF  ,
for  all  Ixyx ,, .  Further,    is 
continuous if  the  map  IIIF : is 
continuous, and  cancellative if  either of 
the  following  conditions  implies 

ztzttt  2121 :   or  21 tztz   .  It 
has  been  shown in  [1]  that  the  binary 
operator    is  continuous,  associative, 
and cancellative on I if and only if
    )()(1 yxyx    ,

(4)
where  )(  is  strictly  monotonic  and 
continuous  on  I.  The  most  common 
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examples are addition, corresponding to 
xx )( ,  and  multiplication,  corres-

ponding  to  xx ln)(  ;  the  other 
examples  are  the  parallel  combination 

yx || , defined as

   
yx

xy
yx


|| ,

arising from the parallel  combination of 
resistances  in  electrical  networks  and 

defined by the function  
x

x
1

)(  ,  and 

the  projective  addition  operation    
defined as 

   
1

)(2





xy

yxxy
yx

in [13] which corresponds to the function 
)1/()(  xxx .

For  convenience,  the  class  of  all 
associative, continuous and cancellative 
binary operators  will be denoted  . It 
follows from (4) that any binary operator 
 in  is also commutative: xyyx  
,
and,  as  a  consequence,  the  comb-
ination:
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 
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1

1
21

1
)(... 

is invariant under arbitrary permutations 
of the n terms ix .

Another  extremely  useful  consequence 
of  the  representation  (4)  is  that  the 
binary operation    is  invertible, with an 
inverse operation   given explicitly by:

 )()(1 yxyx    . (5)
It  follows directly from (4)  and (5)  that 

.)( xyyx   When    denotes 
addition  or  multiplication,  the  inverse 
operations  of  subtraction  and  division 
are  well-known.  As  less  obvious 
examples, notenthat the inverses of the 
parallel  combination  yx ||  and  the 
projective  addition  operation  yx are 
given by:
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2. OBSERVER DESIGN FOR 
SYSTEMS IN
ASSOCIATIVE OBSERVER 
FORM

The associative observer form is defined 
by replacing all additions in the observer 
canonical  form (2)  with  arbitrary binary 
operation   from :
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Relate  to  system  (6)  the  following 
dynamical system
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called  observer,  and  define  for 
ni ,...,1 , the error term

   )()ˆ( iii zze   .

Proposition.  Observer  (7)  guarantees 
for  system  (6)  in  associative  observer 
form a linear error  dynamics

   

.1

111

1121

eke

ekee

ekee

nn

nnn















(8)

Proof. By (4) we can rewrite equation (6) 
as follows

given by:
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where    is  a  strictly  monotonous 
function defined by the binary operator 
 .  Analogously,  by  (4)  and  the 
observation that

))(()( 11 yxyx   
yielding

yxyx  )())(( 1  

we can rewrite equation (7) as follows
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. (9)

The  straightforward  computation  yields 
now (8) for error dynamics.

█

Suppose  )(  satisfies  the 
generalized homogeneity condition  ([2], 
p. 345):

)()()( xkkx    ,
(10)

for all Ixk , . Let 1x and note that

)1(

)(
 )(  )1()()(

 k

Kkk 

(11)
It  follows  from  this  observation  that 

)(x satisfies  Cauchy’s  power 
equation:
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)( xk

xkkx
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
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(12)

for  which the only continuous solutions 
are known to be [2], p. 31:

),(sign||  ,||)(  ,0)( xx(x)xxx   
    (13)  

where   is any real constant. It follows 
from  this  result  and  the  monotonicity 
requirement  on  )( that  this  function 
must be of the form:

)(sign||)( xxx   ,            (14)
for  some  nonzero  real    and  some 

0 . Note that under these conditions, 
it follows that:
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1 (15)

and that
  ).(

~
)()(sign||)( 11/11 xkxkkkx    

   (16)
The advantage of these observations is 
that  if  )(  satisfies  these  conditions, 
we can draw two conclusions. First, the 
difficult  term appearing  in  the  observer 
equation  (7)  above  for  nj ,...,1  
becomes:
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   (17)
so  the  observer  equations  for 

1,...,1  nj  now have the form:
 1111 ˆ

~
),(ˆˆ zzkuzzz jjjj  

  .

and
 111 ˆ

~
),(ˆ zzkuzz nnn   .

The other advantage of this condition 
is  that  it  implies  that  ),,( I  forms an 
algebraic  ring,  where  ·  represents 
ordinary  scalar  multiplication.  The  key 
lies  in  the  fact  that  the  generalized 
homogeneity  condition  is  sufficient  to 
imply that · is distributive over   , for the 
proof, see Appendix. We conjecture that 
this condition is also necessary, i.e. that 

)( satisfies  the  generalized  homo-
geneity  conditions  iff  ),,( I forms  a 
ring. However, the proof is left for future 
research. 

Cauchy’s  power
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If  system  (1)  does  admit  an 
associative observer  form,  an observer 
for system (1) may then be obtained by 
first constructing an observer (7) for the 
system in the associative observer form 
(6)  in  the  new  coordinates  )(xTz   
and  then  letting  ))(ˆ()(ˆ 1 tzTtx   be 
the estimate of )(tx .

We thus see that observer design for 
system  (1)  is  relatively  easy  when  (1) 
can  be  transformed  into  associative 
observer canonical form. This raises the 
question under what conditions (1) can 
be put into associative observer form.

3. SYSTEM TRANSFORMATION INTO
ASSOCIATIVE  OBSERVER  CANONI-
CAL FORM 

The crucial point in the construction of a 
nonlinear  observer of  the form (7)  with 
linear  error  dynamics  (8)  is  the 
transformability  of  the  discrete-time 
nonlinear  system  (1)  into  associative 
observer  form  (6).  In  [12]  input-output 
difference  equations  with  associative 
dynamics

  
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
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 
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



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1

0
1

1 ),(
n

i
ititint uyy  .

(18)
were  studied  with  respect  to 
realizability/realization and it was shown 
that the associative models of the form 
(18)  do  have  a  classical  state  space 
realization  in  the  associative  observer 
form  (6).  What  is  especially  important 
with regard to the topic of this paper is 
that once the associative structure of the 
input-output model corresponding to (1) 
is  recognized,  the  state  space  model 
construction  in  a  associative  observer 
form  (6)  is  direct,  allowing  a  simple 
translation  from inputoutput  model  (18) 
to  state  space  model  (6).  So,  our 
approach  is  to  find  the  input-output 

equation,  corresponding  to  the  state 
equations  (1)  for  which  we  want  to 
construct the observer and check if this
equation can be put into associative i/o 
form (18).

Certainly,  it  is  not  always  easy  to 
recognize  the  associative  model 
structure in input-otput equation
 

 11 ,...,,,...,   nttnttnt uuyyfy  
(19)
by simple inspection since it depends on 
existence  of  certain  functions 

n ,...,, 1 ,  not  defined in  advance. 
In ([12] an algorithm was given to check 
if a higher order i/o difference equation 
can  be  written  in  the  associative  form 
(18). This algorithm permits computation 
of  the  required  functions 

nii ,...,2,1 ,  step by step whenever 
they exist. The algorithm is constructive 
up to integrating some one-forms which 
is very common in nonlinear setting. To 
make this paper self-sufficient, we recall 
this algorithm below.

Algorithm. Calculate  for 
1,...,1,0  ni

it
it

it
it

it du
u

f
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y

f
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(20)
Check:

.0  ititd  (21)
If not, stop; otherwise
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(22)
If (21) holds for all  1,...,0  ni , then 
according  to  formula  (20)  the  total 
differential of function f ,

1
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can be written as







1

0
11

n

i
ii ddf  .

(24)
Consequently, for all 1,...,0  ni ,

1
1


 




i
i

f


 .

(25)
However  the  problem  of  finding  the 

function    that  determines  the 
associative  operator  is  still  an  open 
question.  Though  a  complete  solution 
remains  a  subject  for  future  research, 
we suggest the following approach.

Problem. Given i/o equation (19) which 
is  known  to  admit  the  associative  i/o 
form (18) and the functions 1i find the 
function    in (18).
Solution. From

  
     11n1
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,...,,,...,
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

    (27)
one  can  easily  compute  the  following 
expressions
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for 1,...,0,  nji .  That is, from (27) 
and (20)

11)(')('   iiit df 
and now by (22)
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yielding (28).

From equations (28) it is often possible 
to  find  the  function  )(x .  We  will 
demonstrate  the  computations  in 
Section 6 on three examples.

Unfortunately,  contrary  to  what  was 
claimed in [12],  conditions (21) are not 
sufficient  to  transform  the  input-output 
equation (26) into the form (18), if 2n . 

The  following  system  provides  a 
counterexample
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for which the necessary condition (21) is 
satisfied,  but  the  equation  can  not  be 
written  in  the  form  (18).  According  to 
(20), the 1-forms it are
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and by (21), the functions  1i and the 
integrating factors are, respectively as
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Compute
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d

dyuyd
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y

dydy
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uyyy
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





   (29)
The  direct  computation  shows  that  for 

2,1,0i
.0  ititd 

However, if we try to find  ,  we obtain 
the  following relations

.
)(

,
)(

,

11

22

3

3

1

221

3

1

2

2
1

2

1



















ttt

ttt

ttt

ttt

t

t

yyy

uyy
yyy

uyy
y

y








(30)
The second formula in (30) leads to

.
)()('

)('

1

221

3

1

22 



 


ttt

ttt

tt

t

yyy

uyy

uy

y







(31)
and since it  contains a variable  1ty , 
there  does  not  exist    as  a  single-
variable  function.  The  same  happens 
with the third formula in system (30).

Consequently,  the  function: 
: does  not  exist  for  this 

example.

Really, if (21) holds for 1,...,0  ni , 
then due to

1

1

0
11

1

0 1

1

0









 




  




 i

n

i
ii

n

i i

n

i
it dd

f
df 




  (32)
function  f  can  be  written  as  a 
composite function (but not yet as in the 
form (18))
 

 
))(),...,((        

,...,,,...,

111

11








ntntntt

nttnttnt

uyuy

uuyyfy


and the integrating factors  1i can be 
expressed  as  composite  functions  as 
well

).(),...,(( 111  ntntntt uyuy 
(33)

Our  next  task  is  to  find  the  necessary 
and  sufficient  conditions  (see  Theorem 
below)  to  transform  the  input-output 
equation into the form (18).

We start  by proving  a  lemma that  is 
fairly  straightforward  extension  of 
Huijberts  result  [7],  Theorem  6, 

)()( iii  ).  Note  however,  that  the 
associative  dynamics  form  is  different 
from the structure of the output equation 
considered  in  [6].  This  lemma  will  be 
useful in proving the Theorem 2 below.

Lemma. If  the  input-output  equation 
can be transformed into the associative 
dynamics  form  (18),  there  exists  a 
function S such that for 1,...,0  ni

itit dSd    . (34)
Proof. By (18),

 





1

0
1 ),()(

n

i
ititi uyf  . (35)

Taking the differential yields by (23)

.)(')(')('
1

0
11

1

0
1 









 

n

i
ii

n

i
t dfdff 

  (36)
Consequently, for 1,...,1,0  ni



35AT&P journal  PLUS2 2007

MODELLING, SIMULATION, AND IDENTIFICATION OF PROCESSES

.)(')(' 111   iit df   
(37)

Since  the  right  hand  side  of  (37)  is  a 
total differential,  also the left  hand side 
has  to  be  a  total  differential  and  its 
exterior differential equals zero,

  .0)(')('   itit dffd 
(38)

From (38), for 1,...,0  ni

ititit dSfdd    |)('|ln .
  (33)
█

Theorem 2. The conditions

1,...,0,

0



 

nji

dd itjtjtit 
       (40)

are necessary and sufficient to transform 
the  input-output  equation  (26)  into  the 
associative dynamics form (18).
Proof. Sufficiency.  The  proof  falls 
naturally  into  three  steps.  On  the  first 
step  (i)  we  will  show  that  under  the 
conditions of Theorem there exists   , 
being  a  total  differential  of  a  certain 
function S  such that (34) holds. On the 
second step (ii)  we will  prove that (34) 
yields

  





1

0
1 ),()(

n

i
ititi uyf  .

and finally,  on the last  step (iii)  we will 
show that
   )( 11   ii 
(i)  First  note  that  in  case  ji   (40) 
yields  (21).  Taking  the  exterior 
differential of (22) we obtain

itiit dd    ||ln 1 . (41)
Obviously,    cannot be taken equal to 

||ln 1id   since there is  no reason to 

assume that  all  integrating  factors  1i
are  equal.  However,  we  may  search 

jiji ,  11    in the form 

itiii Ad    111 ||ln .
(42)

Then we have

ititd    . (43)
For (43) to hold, we have to prove that 
under (40),




 11 ji
            (44)

for  all  1,...,0,  nji .  Since  the 
number  of  coordinates 
 11 ,...,,,...,  nttntt uuyy in the i/o 
space is n2  and the number of 1-forms 

kt ,  1,...,0  nk ,  is  n ,  they do 
not  form  the  basis  and  every  1-form 
cannot  be  written  as  the  linear 
combination  of  the  1-forms 

1,..., ntt  .  However,  as  we  will 
show in the sequel, if (21) holds, the 1-
forms  1 i can  be  expressed  as  the 

linear  combinations of  1,..., ntt  . 
By (42), (33) and (22)

.
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i

i
i

A
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
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(45)
where

   ikik
ikk

i
kti A 




 




 





111

1
,1

11

By substituting  1 i from (45) into (43) 
we get

   it

n

k
ktktiitd 




   

1

0
,1

and substituting the last result into (40) 
we get for all 1,...,0,  nji
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  0
1

0
,1,1  




 jtitkt

n

k
ktjkti 

which yields (44).

To  conclude  the  first  step,  note  that 
from (42),

   
1

1
11 ln




 

i

j
jtjiti dAA






follows immediately that  itiA  1 ,  for 
1,...,0  ni  are  total  differentials. 

Therefore,    is  also  total  differential 
and can be written as

dS .

(ii) Since by (23),  it
n
i 

 10  is a total 

differential, its exterior derivative

   dfdSdSd
n

i
it

n

i
it  











1

0

1

0



equals  zero  and  by  Cartan’s  Lemma, 
}{pan dfsdS  .  Therefore,  a  function 

),...,,,...,( 11  nttntt uuyyS can 
be expres-sed as a composite function, 

fTS  . The latter allows us to define a 
function   such that

Sef )(' . (46)
Then

|)('|ln fS  . (47)
According  to  (34)  and  (46),  for 

1,...,0  ni

itit fdd    |)('|ln

(48)
from where by direct computation we get

  0)(' itfd  . (49)
Therefore,  there  exist  functions 

),(1 ititi uy  such that

1)('   iit df  . (50)
Multiplication of (23) by )(' f gives
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    (51)
yielding


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n

i
ititi uyf 

(52)

(iii)  Finally,  we  have  to  show,  that  for 
1,...,0  ni

)( 11   ii  . (53)
Due to (50), (22) and (25)
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yielding
  )( 11   ii  . (55)
Necessity. Denote
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
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n

i
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Then
   11   iiit d
where
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  ii  

(56)
and
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(57)
Direct computation now gives
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(58)
From (56)
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where
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Substituting (59) into (43) and taking into 
account that

it
i

i
iii dd 




  





1

1
111

)(''
)('')('

(40) follows immediately.
█

Remark. In the case 2n condition (21) 
is  both  necessary  and  sufficient.  It 
follows  from  the  fact  that  under  (21), 

ittdf    and  then  tt dd   , 
yielding (40).

4. COMPARISON OF TWO METHODS

In this section we compare the method 
used  to  transform  the  input-output 
difference  equation  (26)  into  the 
associative  observer  canonical  form, 
described in the present paper, with the 
method given in [6]. Note that Huijberts 
considers the equations
 ),...,( 1  nttnt yyfy (60)
without  inputs  and  searches  for  the 
output  transformation   :p ,  so 
that the function f  in (60) satisfies
   )(...)()( 11  nttn yyfp 
The corresponding step in our method is 
to transform equation (60) into the form 
(18).  Since  (60)  does  not  contain  the 
inputs, we require

)).((...))(()( 11)   ntntnt yyy 

(62)
Comparison  of  (61)  and  (62)  de-
monstrates  the  analogy  between  two 
methods, and gives

  nip ini ,...,1  ,)(  , 1   .  
(63)

To determine the function p , Huijberts 
defines the 1-forms










i

j
jt

jt
i dy

y

f

1
1

1

 .

(64)
The corresponding step in our method is 
formula (20) to define the 1-forms

1
1

1 


 


 it
it

it dy
y

f .

(65)
Obviously,  the  1-forms  it 1  in  our 

method and the 1-forms i used in the 
Huijberts’  method  are  related  in  the 
following way

11   iiit  
. (66)

In order to transform (60) into the form
    )(...)( 11

1



  nttnnt yypy 

all the 1-forms

   










n

j
ijt

jt
i fpdy

y

fp

1
1

1

))('(
))((~  

for  ni ,...,1  have  to  be  total 
differentials,  therefore,  for  ni ,...,1 , 
the following has to hold:
   0))('())('(  ii dfpfpd  

.
The  latter  yields  the  system  of 
differential  equations  to  determine  the 
function p :
  ii fpdd    |)('|ln . (67)

The  1-forms  i  are  in  general  not 
exact,  but  according  to  [6],  the 
multiplication  of  i  with  the  function 

)(' fp gives us the exact 1-forms
  .))('(~

ii fp   (68)
Using (67), one can find the function
  ),...,( 1

|)('
 ntt yyfxxp

and  then,  via  integrating,  )(xp ,  but 
both steps are not easy taks, in general.

Since ifp ))('(  have to be total 
diffe-rentials for ni ,...,1 , the same 
has to hold for  
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  11 ))('())('(   itii fpfp  
 

(see 66)).
According  to  formulae  (66)  and  (67), 

one may also write
  11 ))('ln(   itit fpdd  .

(69)
Using  our  method,  the  corresponding 
step  is  to  check  for  ni ,...,1  the 
condition
  011   ititd 

(70)
which, if satisfied, yields
 

)(),...,( 111   itinttiit ydyy  .
(71)

The latter means that by multiplying the 
1-forms 1it  by the integrating factor 

),...,( 1
1




ntti yy gives  us  also  the 
exact differentials.

Next  we  look  for  the  relationship 
between the coefficients i  in (22) and 

)(' fp   in  (68).  According to  (62)  one 
can write equation (60) also in the form
  ))((...)(()( 11  ntnt ypypfp 
Taking the partial derivative with respect 
to ity   yields according to (64)

  11)(')('   iiit dpfp  .
Comparing the obtained result with (71) 
we get

  
)('

)(' 1
1 fp

p i
i


 


 . (72)

Of course, one can also find the different 
integrating factors.
Taking  into  account  that  )()( xxp  , 
one can find  )(xp  from the system of 
equations (28).

5. EXAMPLES

Example 1
Consider the output equation

  
1

2

1

11
2 









tt

tttt
t yy

yyyy
y .

To calculate  the  1-forms  (20),  we take 
the partial derivatives

    2
1

2
1

1

)1(




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



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t yy

y

y

f

and

    2
1

2

1 1

)1(









 tt

t

t yy

y

y

f

to obtain

  1
1

1     , 


 






 t
t

tt
t

t dy
y

f
dy

y

f 

The coefficients 1 and 2  in (22) are

2
1

2

22
1

2
1

1 )1(

)1(
    ,

)1(

)1(














tt

t

tt

t

yy

y

yy

y


and  we  finally  obtain  that  tt yy )(1
and 
  112 )(   tt yy .
To compute  , by (28)

  2

2
1

2

1

)1(

)1(

)('

)('




 

t

t

y

y




yielding

  2)1(

1
)('




x
x .

One can find )(x as

  
1)1(

)(
2 



  x

x

x

dx
x .

(73)
This choice will yield
 

Y
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yyyy

y

y

y

y
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tttt

tttt

t

t

t

t
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






















:
1

2
                 

11
)()(

11

11

1

1
1

and since

  
1

)(1





 ,
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 

1

2
                    

1
)()(

1

11

1
1


















tt

tttt

tt

yy

yyyy
Y

Y
yy 

.

We  can  also  calculate  function 
)()( xxp   using  Huijberts’  method. 

Calculating 1-forms i according to (64) 
we get
 

.
)1(

)1(

)1(

)1(
     

,
)1(

)1(

12
1

2

2
1

2
1

1
1

2

2
1

2
1

1









































t
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t
t
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t

t
t

t
t

t
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t
t

t

dy
yy

y
dy

yy

y

dy
y

f
dy

y

f

dy
yy

y
dy

y

f









   (74)
To find the function
  )),('ln( fpS                 (75)
necessary  for  calculating p ,  we  use 
formula  (67)  and  calculate  the  exterior 
differentials  of  1  and  2 .  Then

.dS        

)1(

)1)(1(2
        

1

12
1

1

1
1

2

1































tt
tt

tt

tt
tt

dydy
yy

yy

dydy
yy

f
d

 

(76)
Consequently, if  S  exists, by (74) and 
(76)
 

t
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t
t

t

dy
yy

y
dy

y

S
2

1

2
1

1
1

1
)1(

)1(
dS


















with

  .
)1)(1(

)1(2
2

111 






 ttt

t

t yyy

y

y

S

(77)
Since  2 is an exact 1-form, condition 
(67) gives
  022   

dSd
yielding

  .
)1)(1(

)1(2
2

1

1












ttt

t

t yyy

y

y

S

(78)
The function S  can be found by solving 
the system of differential equations (77) 
and (78). Note that in the general case 
this  can  be  a  very  complicated  task. 
Taking into account also (75) we get

  .
)1()1(

)1(
)('

2
1

2

2
1









tt

tt

yy

yy
fp (79)

To  determine  the  function  )(xp  the 
right  hand  side  of  (79)  has  to  be 
expressed  in  terms  of  funtion  f .  This 
step,  again  ext-remely  complicated, 
leads to the result

  2)1(

1
)('

f
fp


  

or

  2)1(

1
)('

x
xp


 . (80)

The integration gives

  ,
1

)(
x

x
xp


 (81)

the same result as in (73), obtained by 
our method.

Example 2

Consider the i/o equation
  )( 11112   tttttt uaycybuuy  

(82)
Compute

 .)()(

,)(

11111

1111








tttttt

tttttt

dyaucduaybu

duuaycybu




     (83)
from which

  
.

,

11112

1

 


tttt

t

uaycybu

u




and  21   ,  12   .  Therefore,  by 
(28)
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1

2

2

1

)('

)('







 .

The latter yields

  
x

x
1

)(' 

and
  ||ln)( xx  .
Applying  the  Huijberts’  method  one 
computes

  
12

1 ,




tt

t








(84)

and
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2

11111
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




d

duuaycybudd ttttt

So,  11    dSd ,  and by taking into 
account  i/o  equation  (82)  and  rela-
tionship (84), the latter yields

  
.),,,(         

)ln(

11

1111

ttttt

tttt

duuuyyq

uaycybuddS








From here it is in general not possible to 
find the function q .

Example 3

Consider the i/o equation

  .
11

11
2


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
ttt

ttt
t uayu

uyau
y

(85)
Compute
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(86)
from which
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

Applying now formula (28) we obtain
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2
1

2
2
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

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



From above we get

  2

1
)('

x
x 

and finally

  
x

x
1

)(  .            (87)

Applying  the  Huijberts’  method  one 
computes
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
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

(88)
and
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     (89)
Comparing formulas (88), (89) and (86) 
we get
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yielding
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where  the  last  term  is  a  function 
depending only on tu . Then

  

2

11
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)(' 







 



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.
Since  the  last  expression  has  to  be 
expressed via f in (85), we take
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  tt uug )(

and get

  2

1
)('

f
fp  ,

yielding  xxp /1)(  .  This  solution 
agrees up to the sign with the solution 
for )(x in (87).

6. CONCLUSIONS

This paper has introduced a new class 
of nonlinear observers that exhibit linear 
error  dynamics.  The  basis  for  this 
observer class is the replacement of the 
usual  addition  operator  +  with  a  more 
general  operator    in  the  canonical 
observer form for nonlinear discrete-time 
dynamic  models  that  has  been 
considered  previously  by  a  number  of 
authors.  The  resulting  structure,  called 
the  associative  observer  form,  is 
significantly  more  flexible  than  the 
canonical  observer  form,  greatly 
enlarging the class of nonlinear models 
that can be represented. The operator   
on  which  this  extension  is  based  still 
exhibits  a  number  of  characteristics  of 
the usual addition operator: in particular, 
it  is  required  to  be  associative, 
continuous,  and  cancellative,  implying 
that it  may be expressed in terms of a 
continuous, strictly monotonic function

)( .  Taking  xx )( reduces    to + 
and  reduces  the  associative  observer 
form introduced here to the well-known 
canonical observer form. Allowing  )(  
to  be  more  general  but  requiring  it  to 
satisfy
the  generalized  homogeneity  condition 
discussed  in  Sec.  3  implies  that  the 
operations    and  scalar  multiplication 
still form a ring, as in the case where   
is the usual addition operator, and leads 
to  an  associative  observer  that 
corresponds to the usual linear observer 

but  with  slightly  modified  gains,  with  + 
replaced by    and with − replaced by 
 , the inverse of the   operator, which 
is also simply expressed in terms of the 
function  )( .  Relaxing the generalized 
homogeneity condition leads to the most 
general  case,  where  the  associative 
observer  form is slightly more complex 
but still reasonably straightforward. In all 
cases, the error dynamics remain linear, 
as shown in Section 3.

In addition to defining the associative 
observer class just described, we have 
also  presented  a  realization  procedure 
for  putting  a  given  nonlinear  discrete-
time  dynamic  model  into  associative 
observer  form.  We  demonstrate  this 
method for  three simple  examples and 
also  compare  it  with  the  method  of 
Huijberts, which leads to the same result 
for two of these three examples but fails 
to  yield  a  solution  for  the  third.  In 
addition,  the  computations  involved  in 
our procedure are substantially simpler.

7. APPENDIX

Proposition. Under  the  generalized 
homogeneity condition  ),,( I forms an 
algebraic ring.

Proof. A  ring  (see  [4],,  p.  103),  is 
defined  as  a  set  X   with  two  binary 
operations,    and  ·  that  satisfy  the 
following axioms:

A1:    is commutative:  xyyx    for 
all Xyx , ;
A2:    is  associative: 

  zyxzyx  )(  for all Xzyx ,, ;
A3: a zero element exists,  XZ  , such 
that xZx   for all Xx ;
A4:  additive  inverses:  for  all  Xx , 
there exists Xz such that Zzx  ;
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M1:  the  operation  ·  is  associative: 
zyxzyx  )()(  for all Xzyx ,, ;

D1:  both  operations  satisfy  left 
distributivity: zxyxzyx   )( ;
D2:  both  operations  satisfy  right 
distributivity:

zyzxzyx   )( .

In  our  paper,  the  operation    is 
defined to be associative and it is shown 
in Section 2 that it is also commutative. 
To  show  the  existence  of  a  zero 
element, note that xZx  implies

).0(0)()()()( 1  ZZxZx

(90)
Further,  since    exhibits  the  inverse 

operation   , it follows that the additive 
inverse  z  for  any  element  Xx  is 
simply xZz  . Thus, our operation _ 
always  satisfies  conditions  A1  through 
A4.

In  the  case  of  interest  here,  the 
operation  ·  is  simply  scalar 
multiplication,  which is  both associative 
and commutative, so that  condition M1 
is  satisfied  and  conditions  D1  and  D2 
are  equivalent.  Thus,  the  collection 

·),,( X  defines  a  ring  if  and  only  if 
distributivity condition D1 is satisfied. In 
terms  of  the  function  ·)( ,  this 
condition is:

)).()(())()((x -1-1 zxyxzy  
(91) 

Next,  suppose  ·)(  satisfies  the 
generalized homogeneity condition:

),()( yx(x·y)  
(92)

and note that the right-hand side of Eq. 
(91) then reduces to

 ).)()()(()( 11 zyxφ(x·z)x·y)(   

(93)
Setting  (y)v   and  applying  the 

inverse  function  1  to  both  sides  of 
Eq. (92) yields the result that

  ).())(( 11 vxvx   
(94)

Combining Eqs. (93) and (94) then gives
 

)).()(())()(( 11 zyxzxyx   

(95)
establishing  that  distributivity  condition 
D1  holds.  Thus,  ·)(  satisfies  the 
generalized homogeneity condition (92), 
it follows that ·),,( X  defines a ring.
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